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Abstract

The Telescope Array (TA) experiment is the largest Ultra-High-Energy Cosmic Rays
(UHECR) observatory in the Northern Hemisphere, which aims to investigate the origin
of UHECR by observing the energy spectrum, mass composition, and anisotropy in
arrival directions of UHECR. The TA experiment comprises 507 surface detectors (SD)
and three fluorescence detector (FD) stations.

The FDs observe the longitudinal profile of an Extensive Air Shower (EAS) induced
by UHECR, including the maximum shower depth (Xmax), which is the observable related
to the mass composition of UHECR. In contrast, the SDs observe the lateral distribution
of the EAS on the ground. The EAS geometry and energy are reconstructed above ∼1017

eV using the FDs and above 1018.2 eV using the SDs.
By combining FD analysis with the data acquired by SDs, the hybrid analysis of the

TA experiment yields higher energy and Xmax resolutions than the typical resolutions
of the TA FD monocular analysis. However, due to the energy threshold of the TA SD
array, the hybrid analysis was only possible above 1018.2 eV for the TA experiment.

To lower this energy threshold, the hybrid trigger system was implemented in the FD
stations. The hybrid trigger system enables an SD sub-array to acquire data whenever
the corresponding FD station detects an EAS-like event. This thesis presents UHECR
observation data collected by the hybrid trigger mode of the TA experiment over 8.5
years of operation in the energy range from 1017.5 eV to 1019.5 eV.

The energy spectrum of UHECR measured in the TA hybrid trigger analysis is con-
sistent with previous results obtained by other observation modes of the TA experiment.
The lower limit of the energy spectrum measured in the conventional TA hybrid analysis
is extended from 1018.2 eV to 1017.5 eV in the TA hybrid trigger analysis.

On the mass composition of UHECR, the Pierre Auger Observatory (PAO) reported
a change in the Xmax elongation rate (the slope of Xmax as a function of energy) at
1018.32±0.03 eV. It indicates that the mass composition is the lightest at this energy.
Therefore, it can be interpreted that the transition from the heavy composition to the
light composition ends at this energy point (1018.32±0.03 eV) when the energy increases
from the 2nd Knee (the break in the energy spectrum at around 1017 eV). Since the PAO
is located in the Southern Hemisphere, the TA and PAO mainly observe different skies.
Therefore, it is essential to confirm the physics results independently.

The TA hybrid trigger analysis confirms the result from the PAO for the first time
with the TA experiment. The break energy was obtained to be 1018.43±0.06 eV, which is
compatible with the result from the PAO. The slopes of mass composition (<lnA>, mean
logarithmic mass derived from Xmax) measured in the TA hybrid trigger analysis below
and above 1018.43±0.06 eV were -2.0±0.25 d<lnA>

dLog10(E0/eV) and +1.4±0.37 d<lnA>
dLog10(E0/eV) , re-

spectively. The chance probability of exceeding the difference between the two slopes
described above (+3.4 d<lnA>

dLog10(E0/eV) ) for QGSJET-II-04 proton Monte Carlo (MC) sim-

ulations is less than 1×10−7 for 107 trials, which corresponds to greater than 5.1σ.
The efficiency of the SD self-trigger in the TA experiment, previously estimated only

by SD MC simulations and used to measure the energy spectrum by the TA SDs, was
experimentally measured for the first time using the TA hybrid trigger analysis. The SD
self-trigger efficiency measured in the TA hybrid trigger analysis is roughly consistent
with that estimated by SD MC simulations and has an efficiency of approximately 100%
above 1018.7 eV.
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Chapter 1

Introduction

1.1 Cosmic Rays

Since the early 20th century, research into the electric conductivity of air has led
to the discovery of cosmic rays in 1912. These radiations from outer space have
become a significant subject of physics research due to their extremely relativis-
tic energy and constant availability [64]. Over the next two decades, significant
progress was made in the study of cosmic rays, aided by advancements in ex-
perimental techniques such as the invention of the Geiger-Müller (GM) counter
[65]. One of the most notable achievements during this era was the discovery of
Extensive Air Showers (EAS), which are cascades of secondary particles induced
by primary cosmic rays [66]. A more detailed and technical introduction to EAS
is provided in Section 1.3.3. Another noteworthy accomplishment was the dis-
covery of the new elementary particles now known as positrons (e+) and muons
(µ−) [67][68]. Figure 1.1 on page 2 presents the observed energy spectra of cosmic
rays, illustrating that their energies span more than 11 orders of magnitude.

1.2 Ultra-High-Energy Cosmic Rays

Following the discovery of EAS, significant theoretical and experimental research
efforts were dedicated to understanding the nature of EAS and cosmic rays in the
subsequent decades of the 1940s and 1950s. One notable research achievement
was the development of an influential theory that explains the power-law energy
spectrum observed for cosmic rays, attributing their acceleration to the magnetic
field of molecular clouds in the interstellar space of the galaxy [69]. Through
experimental investigations, cosmic rays with energies higher than 1017 eV were
eventually discovered, leading to their classification as Ultra-High-Energy Cosmic
Rays (UHECR) in this thesis. As illustrated in Figure 1.1 on page 2, the flux
of cosmic rays decreases to less than 1 particle/m2 per year above 1015 - 1016

eV. This characteristic makes it challenging to directly detect primary UHECR
using satellite or balloon-borne detectors and to measure their dE/dX (direct
measurements) with current instruments. Consequently, the viable method for
observing UHECR using existing technologies is to measure the EAS induced
by primary UHECR (indirect measurement). This section provides an overview
of the history of UHECR observation through experimental techniques for EAS
measurement, highlights contemporary UHECR observatories, and summarizes
recent scientific findings.
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Figure 1.1: Energy spectra of cosmic rays [1]. A distinctive power law structure is
shown.

1.2.1 Surface Particle Detection

In the 1950s, early attempts to detect EAS utilized arrays of GM counters at
the surface level [70]. The particle density of an EAS could be estimated by
counting the number of GM counters hit simultaneously. However, this method
had limitations as it could not determine the arrival direction of the observed
EAS, and the uncertainty in particle density increased with the size of the EAS.

During the early 1950s, two techniques were developed: density sampling and
fast-timing techniques. The density sampling technique allowed for determin-
ing the core location of an observed EAS by sampling particle densities using
an array of detectors. The fast-timing technique enabled the determination of
the arrival direction of the EAS by analyzing the differences in particle hit tim-
ing among multiple detectors [71]. These techniques were successfully employed
in the MIT-Agassiz experiment, which utilized scintillators and photomultiplier
tubes (PMTs) for the first time in surface particle detection [72]. The MIT-
Agassiz experiment reported the energy spectrum of cosmic rays up to 1018 eV,
entering the energy range of UHECR [73]. The fundamental concepts of these
techniques are still utilized in the analysis of contemporary UHECR observatories
that employ arrays of surface detectors.

The first candidate for UHECR, with a primary energy of 1020 eV, was ob-
served in 1962 by the Volcano Ranch experiment, which utilized an array of 19
surface detectors. This observation demonstrated that the energy spectrum of

2



cosmic rays extends to 100 EeV [74]. In 1969, the Haverah Park experiment
reported that the particle density at 500 m from the axis of an EAS is propor-
tional to the primary energy of UHECR, regardless of mass composition and
hadronic interaction models, within the margin of 12% [75]. Subsequent studies
confirmed the validity of this technique when surface detectors predominantly
observe the electromagnetic components rather than the muonic components of
EAS. This technique, known as the energy estimator technique, is still employed
by contemporary UHECR observatories that use arrays of surface detectors.

The spacing between surface detectors is initially determined based on the
target energy range of the experiment. Subsequently, the challenge is to find
the optimal energy estimator that minimizes discrepancies for different types of
mass composition and hadronic interaction models, given the detector spacing
and configuration [76].

One of the notable advantages of the surface particle detection technique
is that it has approximately 100% duty cycle, so it allows gathering a more
significant number of events than the photon detection technique, which is heavily
affected by the weather and background light sources.

1.2.2 Photon Detection

Air Fluorescence

In the late 1950s, the potential use of Earth’s atmosphere as a scintillator to
detect EAS was explored that EAS can be detected by observing the isotropic air
fluorescence light produced as the EAS particles traverse through the atmosphere
[77]. Throughout the 1960s, significant efforts were devoted to establishing this
new technique, leading to the development of an early air fluorescence yield model
[57]. Moreover, a prototype of an air fluorescence telescope incorporating PMTs
and optics was constructed [78]. The first observation of an EAS using the air
fluorescence technique took place in 1968 [79].

One notable advantage of this technique is its ability to determine the depth
of the maximum development of an EAS (Xmax) by analyzing the longitudinal
profile of the EAS. However, achieving accurate and precise measurements of
Xmax necessitates an accurate initial determination of the EAS geometry. Conse-
quently, achieving a high level of accuracy and precision in determining the EAS
geometry is crucial.

When an EAS is observed with only one air fluorescence detector, the EAS
geometry is determined by analyzing the time differences in signal detection be-
tween PMTs on the detector plane. In the case of monocular observation, the
precision of geometry determination is relatively low, leading to a lower resolution
in determining the Xmax of the EAS.

A way to improve this technique is a simultaneous observation of the same
EAS by two air fluorescence detectors that are separated spatially. The Fly’s Eye
experiment adopts this technique of stereoscopic observation [80]. Another way
to improve this technique is to simultaneously observe the same EAS by an air
fluorescence detector and a surface detector array, called the hybrid technique.
This hybrid technique is tested with the prototype of the High-Resolution Fly’s
Eye detector and the Michigan Muon Array (MIA), thus called the HiRes/MIA
experiment [81]. Then it is adopted by most currently operating UHECR obser-
vatories [82][83].

More technical descriptions of air fluorescence emission from an EAS are pro-
vided in Section 1.3.4. Refer to Section 3.1 for further details about the above-
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mentioned techniques.

Cherenkov Radiation

About a decade after the discovery of Cherenkov radiation, the possibility of
detecting Cherenkov radiation from an EAS was discussed [84]. In 1953, even
before the detection of air fluorescence was established as an experimental tech-
nique, Cherenkov radiation from an EAS was successfully measured [85]. One of
the early analyses that uses Cherenkov radiation from an EAS for determining
a cosmic ray’s primary energy and mass composition is the Cherenkov Lateral
Distribution Function (CLDF) measurement [86].

Since Cherenkov radiation is highly directional, observation of Cherenkov ra-
diation has a considerable advantage in pointing back to the source on the celestial
sphere [87]. This advantage has led to the development of Imaging Atmospheric
Cherenkov Telescope (IACT), which can track a possible source of gamma rays
on the celestial sphere [88]. On the other hand, non-imaging Cherenkov detectors
are expected to increase the detection area when deployed as an array similar to
a surface particle detector array [6][7][89].

Traditionally, Cherenkov radiation is considered background in air fluores-
cence detection method due to its highly directional and extremely bright nature
that make the determination of the geometry of an EAS more difficult. How-
ever, a technique that utilizes Cherenkov radiation and air fluorescence has been
developed in the recent observation of cosmic rays for the energy above 1015 eV
[90][91]. More technical descriptions of Cherenkov radiation from an EAS are
provided in Section 1.3.4.

1.2.3 UHECR Observatories

Several UHECR observatories, in addition to the Telescope Array (TA) exper-
iment, have played significant roles in advancing the understanding of UHECR
properties and the development of detection techniques. Here, selected UHECR
observatories and some of their notable results are briefly introduced.

KASCADE-Grande

The KArlsruhe Shower Core and Array DEtector(KASCADE) experiment was
the UHECR observatory operated by the Karlsruhe Institute of Technology,
which started observation in 1996 [2]. As its name suggests, one of the most
notable features of the KASCADE experiment is a large hadron calorimeter with
the dimensions of 20 m × 16 m × 4 m and a muon tracking detector covering
128 m2 to track the hadronic and the muonic components of an EAS at the core.
In addition, these detectors are surrounded by an e/γ surface detector array con-
sisting of 252 detectors covering an area of 200 m × 200 m with a spacing of
13 m. With these three types of detectors, the KASCADE experiment aimed
to measure each part of EAS separately and precisely: the hadronic part, the
electromagnetic part, and the muonic part. The layout of the KASCADE exper-
iment and the schematics of an e/γ surface detector is shown in Figure 1.2 on
page 5.

The KASCADE-Grande experiment, which started observation in 2003, was
an extended experiment of the KASCADE experiment that expanded the cov-
erage area of the experiment to 700 m × 700 m by installing 37 more surface
scintillation detectors with a spacing of 137 m [3]. The new scintillation detec-
tor for the KASCADE-Grande experiment had a sensitive area of 10 m2 and
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(a) Layout (b) e/γ detector

Figure 1.2: (a) Layout of the KASCADE experiment, showing its 200 m × 200 m array
with a hadronic calorimeter and a muon tracking detector at the center. (b) Schematic
diagram of an e/γ surface detector for the KASCADE experiment [2].

was developed initially for the EAS-TOP experiment [92]. The layout of the
KASCADE-Grande experiment is shown in Figure 1.3 on page 5.

Figure 1.3: Layout of the KASCADE-Grande experiment [3]. The original KASCADE
array is shown on the upper-right side.

With the expanded coverage area and the instruments mentioned above that
can separate components of an EAS, the KASCADE-Grande experiment mea-
sured the energy spectrum of cosmic rays up to 1018 eV for two different groups:
the electron-rich (lighter composition) group and the electron-poor (heavier com-
position) group. The result is shown in Figure 1.4 on page 6.

Tunka Experiment

The Tunka-133 array of the Tunka experiment is a non-imaging Cherenkov de-
tector array of 175 detectors located at Tunka Valley, Russia. The array covering
approximately 3 km2 at an altitude of 675 m allows the experiment to measure
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Figure 1.4: Energy spectrum of cosmic rays measured in the KASCADE-Grande ex-
periment [4]. Spectral indices for all particles, the electron-poor group, and the electron-
rich group are indicated. The break point for all particles is 1016.92 eV, the electron-poor
group is 1016.92 eV, and the electron-rich group is 1017.08 eV.

the energy spectrum and the mass composition of cosmic rays in the energy range
from 6 × 1015 eV to 1018 eV [5]. Figure 1.5 on page 6 shows the layout of the
Tunka-133 array. The energy spectrum and the mass composition of cosmic rays
reported by the Tunka experiment are shown in Figure 1.6 on page 7. The 2nd
Knee is reported to be at 3 × 1017 eV by the experiment. It is also shown that
the mass composition becomes lighter, from CNO (Carbon-Nitrogen-Oxygen) to
helium, above the energy of 1017 eV.

Figure 1.5: Layout of the Tunka-133 non-imaging Cherenkov detector array [5]. The
detectors are grouped to form a hexagonal cluster of seven detectors. There are 25
clusters. The units for the vertical and horizontal axes are meters.

Yakutsk Experiment

The Yakutsk EAS array experiment in the Republic of Sakha, Russia, is one of
the oldest cosmic ray observatories still operating [93]. The recent experiment
setup consists of 120 surface detectors and three muon stations, approximately
covering an area of 13 km2. In addition to the scintillation detectors, 72 non-
imaging Cherenkov detectors are installed. The Yakutsk experiment reported the
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(a) Energy spectrum (b) Mass composition

Figure 1.6: Result reported by the Tunka-133 array [6]. (a) Energy spectrum. (b)
Mass composition in terms of mean logarithmic mass <lnA>.

energy spectrum and the mass composition of cosmic rays in the energy range
from 1016 eV to 5.7 × 1019 eV [7]. Figure 1.7 on page 7 presents the recent layout
of the experiment. The energy spectrum and the mass composition of cosmic rays
reported by the Yakutsk experiment are shown in Figure 1.8 on page 8. Similar
to the result of the Tunka experiment, the result also exhibits that the mass
composition of cosmic rays becomes lighter from nitrogen above 1017 eV. Then
the result indicates the transition from nitrogen to hydrogen ends around 1018.5

eV. Above this energy, the mass composition of UHECR again becomes heavier
from hydrogen to helium, but the statistical error also becomes more significant.

Figure 1.7: Recent layout of the Yakutsk EAS array [7].
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(a) Energy spectrum (b) Mass composition

Figure 1.8: Result reported by the Yakutsk experiment from 40-year operations [7][8].
(a) Energy spectrum. (b) Mass composition in terms of mean logarithmic mass <lnA>.

IceTop

IceTop is an array of ice Cherenkov surface detectors that is part of the IceCube
Neutrino Observatory [9]. The array consists of 162 detectors, with a pair of
detectors deployed next to each of the 81 strings of the IceCube Neutrino Obser-
vatory. Figure 1.9 on page 8 provides an overview of the IceTop array layout and
the schematics of an IceTop detector.

(a) IceTop layout (b) IceTop detector

Figure 1.9: (a) Deployment positions of the IceTop detectors. Two tanks are deployed
as a pair. (b) Schematic diagram of an IceTop detector showing an ice-filled tank with
two optical detector modules [9].

Situated at an altitude of 2,835 m, the 162 detectors of the IceTop array enable
the measurement of the energy spectrum of cosmic rays ranging from 1015.5 eV
to 1018 eV. The IceTop detectors, which are ice-filled tanks, can also estimate
the mass composition of cosmic rays using only their surface detector setup. It is
possible because the number of muons in an EAS is an observable that is sensitive
to mass composition, as explained in Section 1.2.4. The energy spectrum and
mass composition of cosmic rays, as reported by IceTop, are presented in Figure
1.10 on page 9.

The mass composition of cosmic rays around 1018, as reported by the IceTop
experiment, remains in the intermediate to heavy range, similar to CNO mass
composition. However, this result contradicts the findings of other experiments,
such as the Tunka and Yakutsk experiments, as depicted in Figure 1.6 and Figure
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(a) Energy spectrum (b) Mass composition

Figure 1.10: Result reported by the IceTop [10]. (a) Energy spectrum. (b) Mass
composition in terms of mean logarithmic mass <lnA>.

1.8, respectively. There are a couple of potential explanations for this discrepancy.
One possible reason is the utilization of different hadronic interaction models

in the IceTop experiment compared to those used in the other experiments. These
models describe the interactions between cosmic rays and atmospheric particles,
and variations in their implementation can lead to differences in the observed
mass composition. Another potential reason for the discrepancy is the muon
puzzle, which refers to a recently reported issue where the number of muons
observed in EAS events is greater than the number predicted by simulations.
This puzzle is further explained in Section 1.2.4.

These factors, namely the choice of hadronic interaction models and the muon
puzzle, could contribute to the disparity in mass composition results between Ice-
Top and other experiments. Further investigation and analysis are necessary to
resolve these discrepancies and gain a deeper understanding of the mass compo-
sition of cosmic rays at around 1018 eV.

Pierre Auger Observatory

The Pierre Auger Observatory (PAO or Auger) is in the Southern Hemisphere in
Provincia de Mendoza, Argentina. It is the largest UHECR observatory in the
world. The observatory is situated at a mean altitude of ∼1,400 m, corresponding
to an atmospheric overburden of ∼865 g/cm2.

The observatory consists of 1,660 water Cherenkov surface detectors deployed
with a spacing of 1,500 m over a ∼3,000 km2 of area, which is surrounded by
24 normal-elevation and three high-elevation air fluorescence telescopes in four
stations. Additionally, 61 water Cherenkov surface detectors with a spacing of
750 m are deployed to observe a lower energy range [12]. Figure 1.11 on page
10 shows the layout of the PAO and the two types of detectors making up the
observatory: an air fluorescence detector station and a water Cherenkov detector.

The combined energy spectrum of cosmic rays measured in the PAO is shown
in Figure 1.12 on page 10. The PAO reported five different spectral features
over energy ranges broader than four orders of magnitude by combining results
obtained by five different observation modes: vertical and inclined events detected
by the 1,500 m-spacing surface array, events detected by the hybrid detectors,
events detected by the 750 m-spacing surface array, and Fluorescence Detector
(FD) events dominated by Cherenkov radiation. This combined energy spectrum
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(a) Layout (b) Detectors

Figure 1.11: (a) Layout of the PAO [11]. (b) Los Leones fluorescence detector station
and a surface water Cherenkov detector for the PAO [12].

measured in the PAO fully covers the energy range of this thesis’s analysis. The
comparison of energy spectra of UHECR obtained by the PAO and this thesis’s
analysis is presented in Section 5.9.1.

(a) Separated (b) Combined

Figure 1.12: (a) Energy spectra of cosmic rays JE3 measured in five different observa-
tion modes of the PAO. (b) Combined energy spectrum of cosmic rays JE3 measured in
the PAO using all five modes introduced in (a) [13]. A total of five spectral features are
shown in the plot: the Low-Ankle at 2.8 × 1016 eV; the 2nd Knee at 1.58 × 1017 eV; the
Ankle at 5.0 × 1018 eV; the Instep at 1.4 × 1019 eV; the Suppression at 4.7 × 1019 eV.

The result of the mass composition of UHECR in terms of mean logarithmic
mass estimated by three different hadronic interaction models by the PAO is
shown in Figure 1.13 on page 11. For all hadronic interaction models, it is
reported that the mass composition becomes lighter in the energy range from
1017.2 eV to the break point around 1018.0 - 1018.5 eV. Then the mass composition
becomes heavier for the energies above the break point.

The comparison of the mean logarithmic mass of UHECR obtained by the
PAO and this thesis’s analysis is presented in Section 5.9.2.
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Figure 1.13: Means and variances of the logarithmic mass of UHECR measured in
the PAO [14]. The upper row is for means and the lower row is for variances. The left
column is the result obtained using the EPOS-LHC model [15], the center column uses
the QGSJET-II-04 model [16], and the right column uses the Sibyll 2.3c model [17].

1.2.4 Recent Results

As mentioned in Section 1.2.1, it has been almost 60 years since the MIT-Agassiz
experiment reported the energy spectrum of cosmic rays up to the extremely
high energy of 1018 eV. Since then, numerous studies have been performed to
clarify the nature of UHECR. This section provides an overview of recent research
findings related to UHECR, focusing on the energy spectrum, mass composition,
anisotropy in arrival directions, and the muon deficit in contemporary simulations
of EAS.

Energy Spectrum

Figure 1.14 on page 12 presents the latest results of the energy spectrum of cosmic
rays from several experiments. The spectrum exhibits three notable features: the
Knee, the 2nd Knee, and the Ankle.

The astrophysical origin of the Knee feature is believed to be a change in the
generation mechanism of UHECR. If the UHECR in this energy range originate
within the Milky Way, the steepening observed around 1015 - 1016 eV can be ex-
plained by the proton acceleration limit of Galactic UHECR sources. Similarly,
the steepening around 1017 eV (the 2nd Knee) may be attributed to the accelera-
tion limit for heavy-nuclei like iron. The rigidity (R) of particles, which depends
on their energy and atomic number, plays a crucial role in the acceleration and
propagation of UHECR. It has been suggested that the acceleration limit for iron
nuclei would occur at 26 times the energy corresponding to the Knee (EKnee) as
proposed by Peters [94]. The KASCADE-Grande experiment reported a struc-
ture of the 2nd Knee in the UHECR energy spectrum and showed EAS caused by
heavy nuclei accompanying this change [95]. These findings provide insights into
the possible mechanisms and limits involved in the acceleration and propagation
of UHECR at different energy ranges, shedding light on the astrophysical sources
responsible for their generation.

The feature of the energy spectrum known as the Ankle has multiple theo-
retical explanations. One possibility is that it represents a transition from the
lower-energy population of cosmic rays originating within the Milky Way to the
higher-energy population originating from extragalactic sources [96]. Another
explanation involves an energy loss process during propagation, specifically the
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Figure 1.14: Recent results of the energy spectrum of cosmic rays F(E) reported by
multiple experiments [18]. Spectra are multiplied by E2.6 to demonstrate the changes in
the structure. Three features in the spectra are shown: the Knee (steepening around 1015

- 1016 eV); the 2nd Knee (another steepening around 1017 eV); the Ankle (hardening
around 1018.5 eV). The features are named after an analogy of a human leg.

pair production of an electron and a positron involving a proton UHECR and a
Cosmic Microwave Background (CMB) photon [97]. Details of this process are
described in Section 1.3.2. The mass composition of UHECR around the Ankle
is believed to be proton dominant according to this scenario. However, the PAO
has reported evidence of a mixed mass composition in the energy range from
1018.5 eV to 1019.0 eV, including nuclei with atomic mass A > 4 [98].

At the highest energy region, above approximately 1019.7 eV, the energy spec-
tra of UHECR exhibit a rapid steepening referred to as the Suppression. Multiple
experiments, including the HiRes experiment, the TA experiment, and the PAO,
have reported this feature [48][99][100]. The origin of the Suppression can be
explained by energy loss processes during propagation, such as the interaction of
UHECR with CMB photons and the disintegration of UHECR nuclei. Section
1.3.2 provides further details on these processes. Additionally, the acceleration
limit at the sources of UHECR is another possible explanation for the Suppression
[101].

Figure 1.15 on page 13 displays the recent results of the UHECR energy
spectrum above 1018 eV measured in the TA experiment and the PAO. The
instrumentation and the specific results of the TA experiment are introduced in
Section 2.2 and Section 2.3, respectively.

From Figure 1.15, it is shown from both measurements that there is another
feature between the hardening of the Ankle and the rapid steepening of the Sup-
pression [99][102]. This feature around 1019.2 eV is called the Instep by the PAO
and the Shoulder by the TA experiment. Above the energy of this feature, it is
shown that the spectral indices of the Suppression between the two experiments
differ. This result might reflect the UHECR energy spectra difference between the
Northern and Southern Hemisphere, as the TA experiment and the PAO mainly
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Figure 1.15: Recent results of UHECR energy spectrum above 1018 eV measured in
the TA experiment and the PAO (Auger) [18]. The flux difference between both results
corresponds to a 9% difference in energy scales [19].

cover the Northern and Southern Hemisphere, respectively. Since both experi-
ments have reported anisotropies in arrival directions of UHECR independently,
one of the most recent studies suggested the existence of a local astrophysical
source of UHECR located in the Northern Hemisphere, which is only visible by
the TA experiment. The study suggests that this scenario is favored at the 5.6σ
level compared to the identical UHECR flux scenario for both experiments [103].
These findings contribute to the understanding of the energy distribution and
characteristics of UHECR at extreme energies.

Mass Composition

To estimate the mass composition of UHECR, the observable Xmax is commonly
utilized in analyses. Xmax represents the atmospheric depth at which the number
of secondary particles in an EAS reaches its maximum. It is a sensitive observable
that correlates with ln(E0/A), where E0 is the energy of the primary particle and
A is its atomic mass. Furthermore, Xmax is influenced by the interaction cross
section of the primary UHECR with atmospheric molecules. A more detailed
explanation of Xmax and its technical aspects is provided in Section 1.3.3.

Figure 1.16 on page 14 displays the results of mean Xmax measurements re-
ported by several experiments. All the experiments in the plot employ photon
detection technique to measure EAS, such as air fluorescence or Cherenkov radi-
ation. As described in Section 1.2.2, the photon detection method allows for the
measurement of the longitudinal development profile of an EAS, which is instru-
mental in determining Xmax and analyzing the mass composition of UHECR.

From Figure 1.16, several transitions are found as the energy of cosmic rays
increases. From the Knee (∼1015−16 eV) to the 2nd Knee (∼1017 eV), the ob-
servation data shift from a lighter, proton-like composition to a heavier, iron-like
composition. This result is consistent with the difference in the Galactic accel-
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Figure 1.16: Mean Xmax measured in multiple experiments compared with the results
of proton and iron-nucleus EAS simulations in the energy range from the Knee to the
highest [20]. The red lines indicate the proton EAS simulation with multiple hadronic
interaction models―the blue lines for iron-nucleus.

eration limit for proton and iron-nucleus cosmic rays, as explained previously
with the energy spectrum results. In the energy range from the 2nd Knee to
approximately 1018 eV, the observation data shift back to a lighter, proton-like
composition from a heavier, iron-like composition. This shift might indicate the
increase of a lighter composition flux from a different source group, such as ex-
tragalactic sources.

The most recent results of the UHECR mass composition by multiple experi-
ments are shown in Figure 1.17 on page 15. Instead of the mean Xmax, the mean
logarithmic mass <lnA> is shown in Figure 1.17, which is calculated:

< lnA >=
Xobs

max −Xproton
max

Xiron
max −Xproton

max

· lnAiron. (1.1)

Figure 1.17 shows several features of the mass composition of UHECR. As
shown in Figure 1.17 (a), the PAO reported that the mass composition of UHECR
becomes lighter as energy increases from the 2nd Knee to 1018.32±0.03 eV, where
the lightest mass composition is indicated. For the energy above 1018.32±0.03 eV,
the mass composition becomes heavier to an intermediate composition as energy
increases. The Yakutsk experiment reported a similar tendency in Figure 1.17
(b). The Yakutsk experiment results show that the mass composition of UHECR
becomes lighter as energy increases from the 2nd Knee to the point around 1018.55

eV, where the lowest <lnA> value is indicated. Note that the Yakutsk experiment
did not report the exact break energy. The mass composition is compatible with
proton within the statistical errors in the energy from the point around 1018.55

eV to ∼1019 eV. For the energy above ∼1019 eV, the mass composition becomes
heavier to an intermediate composition similar to the PAO’s result.

Meanwhile, the most recent UHECR mass composition measurement by the
TA experiment comes from the two independent observation modes: the TALE
hybrid mode and the conventional TA hybrid mode, as shown in Figure 1.17 (c).
The conventional TA hybrid mode is further explained in Section 3.1. Here, TALE
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(a) PAO (b) Yakutsk

(c) TA (d) All

Figure 1.17: Mean logarithmic mass (<lnA>) of UHECR reported by multiple exper-
iments. (a) The PAO [14]. (b) The Yakutsk experiment [7]. (c) The TA experiment
with two observation modes: the Telescope Array Low-energy Extension (TALE) hybrid
and the TA hybrid [21][22]. (d) All data. All results adopt the QGSJET-II-04 hadronic
interaction model. The logarithmic mass of four pure elements: proton, helium, nitrogen,
and iron are indicated with the colored dotted lines. Systematic uncertainties are not
indicated.

stands for the Telescope Array Low-energy Extension and its instrumentation is
introduced in Section 2.2.3. However, the limited event statistics of the TALE
hybrid mode above 1018 eV make it challenging to understand the energy where
the mass composition transition from the 2nd Knee ends as reported by the PAO
(1018.32 eV) and the energy point indicated by the result of Yakutsk experiment
(∼1018.55 eV).

This energy can be interpreted as the energy point where the transition from
the heavier UHECR population at lower energies to the lighter UHECR popu-
lation at higher energies is completed. In addition, the recent data-driven en-
ergy spectrum and mass composition combined model for cosmic rays named the
Global Spline Fit (GSF) also shows such a transition [26]. Therefore, confirma-
tion of this energy with the TA experiment independently from the results of
the other experiments is of high importance for further study on the origin of
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UHECR.

Anisotropy

Anisotropy in the arrival directions of UHECR has been a subject of investi-
gation for many former and contemporary UHECR observatories. The pres-
ence of anisotropy could serve as solid evidence for the existence of astrophysical
point sources of UHECR. Consequently, numerous studies have been conducted
to search for anisotropy and establish correlations between UHECR and potential
astrophysical sources.

The most recent result regarding the search for anisotropy in UHECR arrival
directions reveals a dipole pattern for energies above 8×1018 eV, as reported by
the PAO. This dipole, depicted in Figure 1.18 on page 16, exhibits an amplitude
of 6.6%. The direction of the dipole suggests that UHECR with energies above
8×1018 eV originate from extragalactic sources, further supporting the notion of
an extragalactic origin for these particles [23].

Figure 1.18: Equatorial coordinates sky map showing a flux of cosmic rays above 8
EeV measured in the PAO [23]. The asterisk indicates the Galactic center. The dashed
line indicates the Galactic plane.

In addition to the dipole, investigations for structures with smaller angular
scales have yielded several results. For instance, the TA experiment has reported
an intermediate scale anisotropy in the arrival directions of UHECR above 57
EeV. The post-trial significance of this excess has been reported as 3.4σ for the
initial five years of observation, as illustrated in Figure 1.19 on page 17. The
updated post-trial significance with 12 years of observation stands at 3.2σ [104].

Muon Deficit in EAS Simulation (Muon Puzzle)

In addition to the Xmax of an EAS, the number of muons of an EAS (Nµ) is a
mass composition sensitive observable because the muons of an EAS are produced
as an outcome of mesonic decays, as shown in Figure 1.23 on page 23, mainly
with the channel of charged pion decays shown in Equation (1.11) on page 23.
Therefore, the mean number of muons of an EAS is proportional to the primary
particle’s atomic mass A. See Section 1.3.3 for more detailed descriptions.

However, the PAO, by observing highly inclined EAS, reported that the num-
bers of muons of simulated EAS show deficits of 30% - 80% when compared to
the observed EAS at the primary energy of 1019 eV depending on the hadronic
interaction models [105]. A further study by the PAO reported that the numbers
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Figure 1.19: Equatorial coordinates sky map showing the significance of excess in
arrival directions of UHECR above 57 EeV [24].

of muons of simulated EAS show deficits by measuring normally inclined EAS.
When compared to the observed EAS at the primary energy of 1018.8 - 1019.2

eV, simulations with the EPOS-LHC hadronic interaction model show a deficit
of 30% and simulations with the QGSJET-II-04 hadronic interaction model show
a deficit of 60% [106].

By measuring highly inclined EAS, the TA experiment also reported a similar
tendency of muon deficits in the EAS simulations using the pre-Large Hadron
Collider (LHC) hadronic interaction model QGSJET-II-03 compared to the EAS
observed by the surface detector array [107].

The following scale is introduced to quantify and compare the degrees of muon
deficit reported by multiple experiments [25].

z =
ln(Nµ)− ln(Nproton

µ )

ln(Niron
µ )− ln(Nproton

µ )
, (1.2)

where ln(Nµ) is a logarithm of the estimated muon density measured in observed
EAS, ln(Nproton

µ ) is a logarithm of the estimated muon density measured by full
proton EAS simulation, and ln(Niron

µ ) is a logarithm of the estimated muon den-
sity measured by full iron-nucleus EAS simulation. The z values calculated from
the results of various experiments are plotted in Figure 1.20 on page 18.

It is shown in Figure 1.20 on page 18 that the mass composition of cosmic rays
above 1017 eV measured using the z values is more compatible with iron-nucleus
than proton UHECR or is even heavier than iron-nucleus in most experiments for
the post-LHC hadronic interaction models. This significant discrepancy between
the results expected from the Xmax and Nµ measurements indicates that an EAS
simulation produces fewer muons than an actual EAS. The PAO recently updated
the report using the measurement of the fluctuations in the number of muons of
an EAS, reporting that the origin of the muon deficit is from a slight model-
reality discrepancy at every stage of the development of an EAS, rather than
from a model-reality discrepancy at the first interaction [108].

The muon puzzle shows the limitations of contemporary hadronic interaction
models in explaining EAS. Therefore, a study regarding UHECR mass compo-
sition is better examined with multiple hadronic interaction models. It is also
expected for the TA experiment to update the previous result with a post-LHC
hadronic interaction model.

17



Figure 1.20: z values calculated as Equation (1.2) from the results reported by multiple
experiments [25]. The upper row shows z values estimated using post-LHC hadronic
interaction models. The lower row is for pre-LHC hadronic interaction models. The gray
bands indicate the mass composition expected from Xmax measurements. GSF is the
Global Spline Fit model [26].

1.3 Physics of Ultra-High-Energy Cosmic Rays

The physics of UHECR remains largely unknown, particularly regarding their
sources and the processes involved in their propagation. Despite this, physicists
have put forward various estimations and models to understand the physics as-
sociated with UHECR. This section provides a general overview of the physics
concepts relevant to UHECR.

1.3.1 UHECR Acceleration Models

In the study of UHECR, understanding their sources and acceleration mecha-
nisms is a significant area of investigation. Two main approaches, Bottom-up
and Top-down models, have been proposed to address this question.

Bottom-up models focus on explaining the sources of UHECR based on parti-
cle acceleration near celestial bodies with magnetic fields. These models explore
scenarios where particles gain high energies through interactions with astrophys-
ical objects, such as supernova remnants, active galactic nuclei, or pulsars. These
sources are believed to have the conditions for particle acceleration to extremely
high energies.

In contrast, Top-down models approach the question of UHECR sources from
a different perspective. They propose that UHECR originate from exotic, high-
energy processes or hypothetical particles with exceptionally high potential en-
ergy. These models consider scenarios where UHECR are produced through
unknown physical processes associated with the decay or annihilation of super-
massive particles or cosmic strings, for example.

Both Bottom-up and Top-down models contribute to understanding the sources
and acceleration mechanisms of UHECR, providing different theoretical frame-
works to explore the origin of these high-energy particles.

Bottom-up Models

Bottom-up models focus on explaining the sources of UHECR from the perspec-
tive of particle acceleration near celestial bodies that possess strong magnetic
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fields. These models assume the existence of cosmic particle accelerators, similar
to particle accelerators such as the Tevatron. The Hillas plot, as shown in Figure
1.21 on page 19, illustrates the sizes of various celestial bodies that could serve
as potential accelerators and their corresponding magnetic field strengths. The
maximum energy to which particles are accelerated is limited by the size of the
celestial body and the strength of its magnetic field. Equation (1.3) describes the
upper limit of the acceleration energy based on these parameters.

Emax

EeV
= βZe(

B

1µG
)(

R

1kpc
), (1.3)

where Ze is the charge number of a particle, β is the ratio of the velocity of an
accelerating shock wave to the speed of light, and B and R mean the magnitude
of the magnetic field and the radius of a celestial body, respectively. The terms
kpc and µG mean kiloparsec and microgauss, respectively.

Figure 1.21: Sizes of various celestial bodies and their magnitudes of magnetic fields.
The required values to accelerate cosmic rays up to the specific energies are also indicated
[27].

According to Figure 1.21 on page 19, only a few candidates can accelerate
particles to extremely high energy.

Top-down Models

On the other hand, Top-down models propose the existence of unknown sub-
stances or physical processes with extremely high energy that can produce UHECR.
These models do not rely on cosmic particle accelerators but instead, hypothesize
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the presence of such high-energy substances. Examples include ultra-high-energy
neutrinos [109], super heavy relic particles [110], and topological defects such
as cosmic strings and magnetic monopoles [111]. However, these models often
predict higher fluxes of gamma rays than hadrons, which constrain their valid-
ity because the observed gamma-ray flux sets strong limitations on these models
[112].

1.3.2 Propagation of UHECR

The propagation of UHECR from extragalactic sources through the vast inter-
galactic space involves various physical processes. One important phenomenon
predicted in the propagation of UHECR is the GZK limit, which is named after
the physicists Greisen, Zatsepin, and Kuzmin, who first proposed it. The GZK
limit predicts a cutoff in the UHECR flux due to interactions with low-energy
photons of the Cosmic Microwave Background Radiation (CMBR) [113][114].

Photo-pion Production

One important process during the interaction between UHECR protons and CMB
photons is photo-pion production. The CMBR, with a temperature of 2.7 K,
consists of low-energy photons each carrying about 10−3 eV. However, due to the
relativistic blueshift effect in the rest frame of UHECR, the energy of a CMB
photon is significantly increased, reaching 100 MeV or higher depending on the
energy of the UHECR. A UHECR proton colliding with a CMB photon can
generate a Delta baryon (∆) resonance state. This resonance state mostly decays
into a pion and a nucleon [18]. There are two main decay modes for a ∆+ [115]:

p+ γCMB −→ ∆+(1232) −→ π+ + n (1/3 of all cases),

p+ γCMB −→ ∆+(1232) −→ π0 + p (2/3 of all cases).
(1.4)

The center of mass energy
√
s must be higher than the sum of proton and

pion masses to expect this process. The square of the center of mass energy for
a proton and a photon collision in the laboratory frame follows Equation (1.5):

s = m2
proton + 2Eprotonϵ(1− cos(θ)), (1.5)

where ϵ is the energy of γCMB in order of 10−3 eV. θ is the collision angle between
UHECR and γCMB where a head-on collision indicates cos(θ) = -1. From these
conditions, the minimum energy required for a proton UHECR is calculated in
Equation (1.6):

Eproton =
mpion

4ϵ
(2mproton +mpion) ≃ 1020eV. (1.6)

Particle accelerator experiments have well established the cross section of this
process. The highest cross-section value is about 500 µb at the mass of the Delta
resonance referred to in Equation (1.4) [116]. Various numerical studies have also
estimated the energy loss length. For a proton UHECR, the energy loss length
becomes an order of 10 Mpc (megaparsecs), working as the main effect causing
the GZK-cutoff. Figure 1.22 on page 21 indicates its effect on the propagation of
UHECR.

These photo-pion production processes play a crucial role in the energy loss
and attenuation of UHECR as they propagate through the intergalactic medium,
ultimately leading to the GZK cutoff in the UHECR flux.
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Photo-disintegration

For heavier nuclei in Ultra-High-Energy Cosmic Rays (UHECR), there is an ad-
ditional energy loss process known as photo-disintegration. This process occurs
when a nucleus UHECR interacts with a photon from the Cosmic Microwave
Background (CMB) or the Extragalactic Background Light (EBL), which is the
emission from extragalactic sources in the energy range from 10−3 eV to 10 eV
[117].

In photo-disintegration, a heavy nucleus UHECR absorbs a photon and emits
one or more nucleons. The equation can represent the interaction:

Z + γCMB or EBL −→ (Z− nN) + nN, (1.7)

Here, Z represents the heavy nucleus UHECR, n is the number of nucleons
the nucleus loses, and N is the emitted nucleon after disintegration. Photo-
disintegration occurs when the center of mass energy of the collision between the
heavy nucleus UHECR and the photon is equal to or greater than the threshold
of the Giant Dipole Resonance (GDR) of the nucleus.

The GDR refers to the peak of cross sections in nuclei when they absorb
photons. It arises from the collective motion of nucleons in the nucleus, where
protons move in one direction while neutrons move in the opposite direction [118].
The GDR threshold for photons in the rest frame of the nucleus is approximately
10 MeV to 30 MeV [119].

Figure 1.22 on page 21 illustrates that iron nuclei with an energy of 1020 eV
have a similar energy loss length to protons.

Figure 1.22: Energy loss lengths of proton UHECR, nuclei UHECR, and gamma rays
over a broad range of energy [28]. The energy loss lengths of proton UHECR show the
contributions from two processes: e+e− pair-production labeled as BH and interaction
with CMBR photons labeled as MBR. The energy loss lengths of nuclei UHECR are
indicated with broken lines. The energy loss lengths of gamma rays are also shown.
Adiabatic loss due to the expansion of the universe itself is not considered.
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Pair Production

UHECR can also lose energy through e+e− pair production when interacting
with CMB photons. This process resembles the classic pair-production process
for gamma ray photons in a nuclear field.

p+ γCMB −→ e+ + e− + p. (1.8)

The average energy loss length is calculated with the inverse of the product
of the interaction cross section and the CMB photon density. For example, the
energy loss length calculated for a 1019 eV proton UHECR is about 1 Gpc (gi-
gaparsec), as shown in Figure 1.22 on page 21. Therefore, the effect of e+e−

pair production is less significant in estimating astrophysical sources of UHECR.
However, the pair production cross section is a quadratic function of the charge
of the nucleus Ze [120]. Therefore, e+e− pair production becomes an integral
part of propagation loss when the composition of UHECR is a heavier nucleus.

Adiabatic Loss

Another energy loss mechanism for UHECR is adiabatic loss, resulting from the
cosmological redshift and the expansion of the universe. The energy loss length
due to this effect is calculated using the speed of light in vacuum (c0) and the
Hubble constant (H0) [18]. The calculated energy loss length is approximately 4
Gpc [121].

The equation for calculating the energy loss length is:

c0
H0

= 1.372× 1026 m ≃ 4, 440 Mpc. (1.9)

1.3.3 Extensive Air Showers

Regarding the observation of UHECR, as mentioned earlier, directly detecting
primary cosmic rays with energies above 1015 eV is challenging due to their low
flux, which is less than 1 particle per square meter per year. Therefore, the
feasible approach is to observe the cascade of secondary cosmic rays triggered by
the initial interaction between a primary cosmic ray and a nucleus in the Earth’s
atmosphere. This cascade of secondary cosmic rays is known as an EAS.

The initial stage of an EAS involves secondary hadronic particles such as pro-
tons, neutrons, π± (pions), π0 (neutral pions), and K± (kaons). These secondary
particles undergo interactions with other nuclei in the atmosphere, leading to an
increase in their numbers and the development of the EAS.

Among the secondary particles, the decay of a π0 into two gamma rays (γ) is
represented as follows:

π0 −→ γ + γ. (1.10)

The two gamma rays generated by a decay process of a π0 in the early stage
of an EAS have energies high enough to start electron-positron pair productions
by interacting with atmospheric nuclei. The generated electrons and positrons
can also produce gamma rays via Bremsstrahlung or pair annihilation. The cycle
of the above processes results in an electromagnetic cascade as compared to a
hadronic cascade. Both electromagnetic and hadronic cascades account for most
of an EAS started by a primary UHECR.
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Muons become a distinguished part of the secondary particles in an EAS.
Muons are an outcome mainly of a charged pion decay in a hadronic cascade, as
shown below:

π± −→ µ± + νµ(νµ). (1.11)

The following process is the decay of a muon into an electron or a positron
with two neutrinos, as shown below:

µ± −→ e± + νe(νe) + νµ(νµ). (1.12)

However, for the following reasons, most muons from an EAS can reach ground
level without becoming a part of an electromagnetic cascade.

1. A muon’s relatively longer mean lifetime of 2.2 × 10−6 s [18].

2. The lower interaction rate of a muon with atmospheric nuclei.

Figure 1.23 on page 23 shows a simplified diagram of an EAS. It clearly shows
that the EAS has three parts: hadronic, electromagnetic, and muonic.

Figure 1.23: Simplified diagram of a UHECR-induced extensive air shower [29]. The
primary cosmic ray is assumed to be a proton. Each electromagnetic part (EM cascade),
hadronic part, and muonic part of the EAS are shown.

Longitudinal Development

During the early stage of an EAS, the number of secondary particles in the cascade
rapidly increases as the energy of each individual secondary particle decreases.
However, a threshold energy called the critical energy (Ec) plays an essential role
in the development of the EAS. In air, the critical energy is approximately 80
MeV.

The critical energy marks a transition point in the EAS development. Below
this energy, the electromagnetic component of the EAS stops growing in number,
and the dominant energy loss process shifts from electron Bremsstrahlung to
ionization. The critical energy is associated with the balance between the energy
loss rate due to ionization and the energy loss rate due to Bremsstrahlung.
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As the energy of individual particles in the cascade drops below the critical
energy, the energy loss rate by ionization increases and eventually becomes com-
parable to the energy loss rate due to electron Bremsstrahlung. At this point,
ionization becomes the dominant energy loss process in the cascade.

This shift in dominant energy loss mechanisms below the critical energy has
important implications for the longitudinal development of the EAS and the
energy distribution of the particles within the shower.

This development of an EAS along the depth of the atmosphere through
which the EAS passes is called the longitudinal development of an EAS. For the
electromagnetic part, Heitler’s simplified model presents a simple way to estimate
a longitudinal particle distribution of an EAS by adopting a perfect binary tree
of a particle cascade [122]. At each step, one of two processes takes place in this
model, as shown below:

e− −→ γ + e−,

γ −→ e− + e+.
(1.13)

The simplified interaction step length (d) is formulated from the radiation
length λr as shown in Equation (1.14), which is approximately 37 g/cm2 in air.

d = λr ln 2. (1.14)

By ignoring the energy dependence of the cross section of the processes and
the energy loss due to collision, an individual particle’s energy after n-th inter-
action is calculated as E0/2

n. E0 is the energy of a particle that initiated the
electromagnetic cascade. Since the number of particles increases until the in-
dividual particle’s energy reaches the critical energy, the maximum number of
particles in a cascade (Nmax) is calculated as below:

Nmax =
E0

Ec
. (1.15)

From Nmax, the atmospheric depth at which the number of secondary particles
of an EAS reaches the maximum (Xmax) is calculated as below:

Xmax = X0 + λr ln(Nmax), (1.16)

where X0 is the atmospheric depth at the start point of the cascade. Then the
change of Xmax as a function of energy E0 is defined below:

D10 =
dXmax

d log10 E0
= 2.3λr. (1.17)

This change rate of Xmax, D10 is traditionally referred to as an elongation
rate based on the study by Linsley in 1977 [123]. The following approximation
is used in usual cases to get the number of secondary particles in an EAS as a
function of atmospheric depth:

Ne(t) ∼
0.31
√
y
et(1−1.5 ln(s)), (1.18)

where y = ln(E0/Ec). The aging parameter s is 3t/(t + 2y). t indicates the
atmospheric depth the EAS penetrated in a unit of the radiation length (λr) in
air.

The method widely adopted in analyses for recent UHECR experiments to
describe the numbers of particles in the longitudinal development of an EAS is
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a function proposed by Gaisser and Hillas in 1977 [124]. The Gaisser and Hillas
(G-H) function is shown below:

Ne(X) = e
Xmax−X

λ ×Nmax(
X−X0

Xmax −X0
)
Xmax−X0

λ . (1.19)

The definitions of Nmax, Xmax, and X0 are the same as in Heitler’s simplified
model described above. λ is a parameter describing the attenuation length of the
longitudinal distribution. The commonly used value for the attenuation length
is 70 g/cm2. The exact value is used in the analysis of the hybrid trigger mode
of the TA experiment, as described further in Section 4.2.3.

Lateral Development

The lateral development of an EAS refers to the spread of particles in the perpen-
dicular direction to the shower axis. The shower axis is essentially the virtual axis
along which the EAS develops, and it is approximately aligned with the incident
direction of the primary UHECR.

In lateral development, one key parameter of interest is the particle density
distribution around the shower core (EAS core), which is the point where the
shower axis intersects the ground level. To approximate this distribution for the
electromagnetic component of the EAS, the Nishimura-Kamata-Greisen (NKG)
function is commonly used [125][126]. This function allows for an estimation of
the charged particle density (ρe) as a function of the radial distance (R) from the
shower core and the aging parameter (s), as calculated below.

ρe(R,s) = C(s)
Ne

R2
m

(
R

Rm
)s−2.0(1 +

R

Rm
)s−4.5, (1.20)

where R is the distance from the position of the shower axis and Ne is the number
of all charged particles. Rm indicates the Molière radius, which is a characteristic
constant for a given material describing its electromagnetic interaction proper-
ties. Rm of a given material is estimated using the radiation length and the
atomic number of the material. s is the aging parameter also used in Equation
(1.18). Finally, C(s) is the normalization factor, which is calculated with gamma
functions as described below:

C(s) =
Γ(4.5− s)

2πΓ(s)Γ(4.5− 2s)
. (1.21)

1.3.4 Photon Emission from Extensive Air Showers

Air Fluorescence

Air fluorescence is an important phenomenon in observing EAS induced by UHECR.
When a charged particle traverses through the atmosphere, it loses energy by ex-
citing electrons in the material it passes through. Optically transparent materials
emit a fraction of this deposited energy as scintillation light. In the case of an
EAS, which involves a vast number of charged particles, a fraction of their ener-
gies is deposited in the atmosphere and emitted as fluorescence light, known as
air fluorescence.

Research efforts on air fluorescence have revealed that the dominant compo-
nent of this light comes from excited nitrogen molecules, which constitute about
78% of the Earth’s atmosphere. The fluorescence light emitted by excited nitro-
gen molecules has wavelengths primarily in the ultraviolet (UV) region, ranging

25



from 300 nm to 400 nm, approximately. Different research collaborations have
measured the wavelength spectra of nitrogen fluorescence, as shown in Figure
1.24 on page 26. These measurements help characterize the properties of air flu-
orescence and are essential for UHECR observatories utilizing this technique to
detect and study cosmic rays.

Figure 1.24: Wavelength spectra of nitrogen fluorescence measured in various research
collaborations [30]. Fluorescence intensities are normalized to the intensity at 337 nm,
the wavelength at which the results of all collaborations showed the highest intensity.

Establishing a robust fluorescence yield model is essential to analyze an EAS
accurately using the air fluorescence detection technique. The research collabora-
tions in Figure 1.24 on page 26 have measured fluorescence yields using charged
particles of various energies.

Cherenkov Radiation

Cherenkov radiation is emitted when a charged particle moves through an op-
tically transparent medium at a velocity higher than the speed of light in that
medium [127]. The angle between the direction of motion of the charged particle
and the wavefront of Cherenkov radiation is given by the formula:

θ = arccos(
c0
n·v

), (1.22)

where c0 is the speed of light in a vacuum, n is the refractive index of the medium,
and v is the velocity of the particle in the medium. For example, in the atmo-
sphere at 1 atm pressure with a refractive index of approximately 1.00029, a
particle moving at the speed of light would have a radiation angle of 1.4◦ approx-
imately. However, the refractive index depends on the altitude of actual EAS.
Below formula gives the refractive index for various heights:

n(h) = 1 + 0.000283
ρair(h)

ρair(0)
, (1.23)
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where ρair(h) is the density of air at the altitude h. At a typical altitude of 10 km,
the radiation angle becomes 0.8◦ approximately. To emit Cherenkov radiation in
air at this altitude, a charged particle must have a Lorentz factor γ greater than
72, corresponding to an electron energy about 37 MeV [128].

The number of Cherenkov radiation photons emitted per unit length of the
charged particle’s path and per unit wavelength λ is calculated using the formula:

d2N

dxdλ
=

2παZ2

λ2
(1− c2

n2v2
), (1.24)

where α is the fine structure constant, Z is the charge number of the particle,
and c is the speed of light.

Although Cherenkov radiation is highly directional, it can contribute to back-
ground noise in air fluorescence technique to detect EAS due to the following
reasons:

1. The lateral development of an EAS leads to a broadening of the actual
radiation angle of Cherenkov radiation emitted from the shower.

2. Cherenkov photons are scattered in the atmosphere.

Figure 1.25 on page 27 shows the numbers of simulated photons injected
into the FD of the TA experiment. It demonstrates that photons generated by
Cherenkov radiation dominate in an EAS with a specific geometry. Section 4.2.4
describes a method to improve the quality of reconstructing EAS by rejecting the
Cherenkov radiation background.

(a) Nominal (b) Cherenkov dominated

Figure 1.25: Numbers of photons injected into the TA FD telescope in an early Monte
Carlo (MC) simulation study [31]. The red region indicates the contributions from air
fluorescence. The blue, green, and magenta regions indicate the contributions from
Cherenkov radiation. (a) EAS is going across the Field Of View (FOV) of the FD
telescope. (b) EAS is heading toward the FD telescope, which shows significant contam-
ination by Cherenkov radiation.

1.3.5 Propagation of Light in the Atmosphere

In the propagation of light in the atmosphere, the photons produced from an
EAS undergo various physical processes before reaching the photon detectors of
observatories. The dominant effect in this propagation is Rayleigh scattering,
which occurs when light interacts with molecules in the atmosphere. The ratio
of incident light I0 to scattered light Is in Rayleigh scattering is given by the
formula:
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Is
I0

=
8π4Nα(1 + cos2 θ)

λ4r2
, (1.25)

here, N represents the number of scattered particles, α is the polarization rate,
θ is the scattering angle, λ is the wavelength of the incident light, and r is the
distance between the point of scattering and the point of observation.

Rayleigh scattering applies when the size of the scattering particle (such as air
molecules) is smaller than the wavelength of light. The size parameter x, which
characterizes the scattering particle size, is defined as:

x =
2πr

λ
, (1.26)

where r is the characteristic radius of a scattering particle. Rayleigh scattering
occurs when x≪ 1. However, when the size parameter approaches to 1 (x ≈ 1),
a different type of scattering, called aerosol scattering or Mie scattering, must
be considered. Aerosol scattering typically occurs due to colloidal particles. The
transmittances of light for both Rayleigh scattering (TR) and aerosol scattering
(TA) are calculated as follows:

lnTR = − Xt

XR
(

400

λ(nm)
)4, (1.27)

lnTA =
hm

lm cos θ
(e

−h1
hm − e

−h2
hm )

λm
λ
, (1.28)

Xt is the slant depth, measured in g/cm2, that the light from the EAS has
penetrated through. Xr is the radiation length of Rayleigh scattering, which is
2,974 g/cm2 at a wavelength of 400 nm.

For aerosol scattering, hm is the scale height of the aerosol distribution, where
the aerosol density is assumed to decrease exponentially above this height. lm is
the horizontal mean free path of aerosol scattering at the wavelength λm. h1 and
h2 are the heights of the scattering point and the photon detector, respectively.
Typical values used in the analysis of the TA experiment are hm = 1 km, lm =
25 km, and λm = 360 nm [21].

The transmittance of Rayleigh scattering is calculated relatively quickly based
on atmospheric density, which is correlated with temperature and air pressure.
However, the transmittance of aerosol scattering depends on the distribution of
colloidal particles in the atmosphere, which is more random and challenging to
model precisely. Therefore, a dedicated calibration device or monitoring system,
such as the Central Laser Facility (CLF) used in the TA experiment, is essential
for analyzing data collected by air fluorescence detectors. The CLF is described
in more detail in Section 2.2.1.
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Chapter 2

The Telescope Array Experiment

The Telescope Array (TA) experiment is the largest Ultra-High-Energy Cosmic
Rays (UHECR) observatory in the Northern Hemisphere, situated in Millard
County, Utah, United States [82]. It is an international collaboration involving
over 100 scientists from various countries, including Japan, the United States,
Russia, South Korea, Slovenia, and Belgium. The primary goal of the TA exper-
iment is to study UHECR and their properties.

The TA experiment consists of multiple detectors, including three Fluores-
cence Detector (FD) stations and 507 Surface Detectors (SD) [45][129]. These
detectors enable using two independent detection methods: air fluorescence and
surface particle detection, as shown in Figure 2.1 on page 29.

Figure 2.1: Conceptual diagram of the hybrid detection principle [32]. Both fluores-
cence detectors and surface detectors are shown.

The air fluorescence detection method relies on observing the fluorescence
light emitted by nitrogen molecules in the atmosphere when they are excited by
the passage of Extensive Air Showers (EAS). The FD stations are equipped with
telescopes that capture and measure this fluorescence emission to determine the
energy and other characteristics of the incoming cosmic rays.

The surface particle detection method involves a network of surface detectors
spread over a large area. These detectors are sensitive to the secondary particles
produced when UHECR interact with the Earth’s atmosphere. Valuable infor-
mation about the primary cosmic rays is obtained by measuring the distribution
and properties of these particles at the ground level.
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The TA experiment has been conducting regular observations since 2008, ac-
cumulating more than ten years of data. Combining air fluorescence and sur-
face particle detection provides a comprehensive and complementary approach
to studying UHECR, helping scientists better understand the origin and nature
of these high-energy particles.

2.1 Background of the TA Experiment

The motivation for the TA experiment stems from the need to reconcile conflict-
ing results observed by previous UHECR observatories, namely the Fly’s Eye
experiment and the Akeno Giant Air Shower Array (AGASA) experiment.

The Fly’s Eye experiment reported an energy spectrum that did not con-
tradict the expected suppression model [96]. In contrast, the AGASA exper-
iment observed an extension of the energy spectrum beyond the hypothesized
Greisen-Zatsepin-Kuzmin (GZK) cutoff [130]. Figure 2.2 on page 30 illustrates
the UHECR energy spectra measured in the AGASA experiment and the HiRes
experiment, which is a successor to the Fly’s Eye experiment.

Figure 2.2: UHECR energy spectra reported by the HiRes experiment and the AGASA
experiment [33], displaying a difference between the two results at the highest energy.

The Fly’s Eye and HiRes experiments relied solely on air fluorescence de-
tection with two spatially separated FD stations [80]. On the other hand, the
AGASA experiment employed only surface particle detection with 111 SDs [131].
Furthermore, the limited event statistics, particularly at the highest energies also
made it challenging to reach a definitive conclusion.

To address and resolve the discrepancies, physicists recognized the need for
a large-scale UHECR observatory with a hybrid detection technique. This mo-
tivation led to the development of the TA experiment in the desert region of
central Utah, characterized by a high rate of clear sky and minimal artificial light
contamination. The experiment site is located near 39◦ North latitude and 113◦
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West longitude, with an average elevation of approximately 1,400 m above sea
level, corresponding to an atmospheric depth of about 860 g/cm2. The layout of
the observatory is depicted in Figure 2.3 on page 31.

Figure 2.3: Layout of the TA experiment site [34]. The black squares indicate the
surface detectors, and the orange open circles indicate the three SD communication
towers. The green squares indicate the fluorescence detector stations. The blue cross in
the middle of the SD array indicates the Central Laser Facility (CLF). The black arrows
from fluorescence detector stations represent their azimuthal extent of the field of view.

The TA experiment comprises three air FD stations: Middle Drum (MD),
Black Rock Mesa (BRM), and Long Ridge (LR). The BRM and LR stations each
have 12 air fluorescence telescopes, while the MD station has 14 telescopes. In
addition, 507 SDs are deployed on a square grid with a spacing of 1.2 km, covering
an area of approximately 700 km2. The combination of FD and SD allows for
a hybrid detection approach, providing a comprehensive view of UHECR events
and enabling more accurate measurements of their energies, arrival directions,
and other properties.

2.2 Detectors of the TA Experiment

2.2.1 Fluorescence Detector

The air fluorescence detectors of the TA experiment are installed at the three
stations, as stated above. This section is dedicated to the instrumentation of
the BRM and LR stations since the fluorescence detectors of the MD station are
refurbished from the detectors of the former HiRes experiment. Each of these
two FD stations is designed to cover 108◦ in azimuth and 3◦ to 33◦ in elevation
to record the tracks of air fluorescence generated by an EAS. An FD telescope
comprises the optics, the main photomultiplier tube (PMT) camera, and the
dedicated Data AcQuisition (DAQ) system. The photographs of the FD stations
and FD telescopes are shown in Figure 2.4 on page 32.

Optics

The composite mirrors with a spherical surface are central to the BRM and LR
station optics. Each camera’s 3.3 m diameter of optics consists of 18 segments of
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Figure 2.4: The FD stations of the TA experiment [35]. The upper photograph shows
the BRM station and a pair of FD telescopes designed to cover lower and upper elevations
of the sky. The lower photograph shows the MD station and a pair of FD telescopes
covering the sky’s lower and upper elevations. Showing the BRM station and the MD
station have different instruments.

hexagonal mirrors. The Full Width at Half Maximum (FWHM) of the spot size
of the optics is designed to be ∼ 30 mm, which is smaller than the opposite side
distance (distance across flats) of 60 mm for a hexagonal PMT. Each hexagonal
mirror is made of Tempax glass with the surface coated by anodized aluminum.
A hexagonal mirror has 660 mm of diagonal length with a thickness of 11 mm
and the curvature radius is 6,067±40 mm. The mirror’s reflectance is above 80%
in the wavelength range from 350 nm to 400 nm. This optics allows a PMT to
have a Field Of View (FOV) of 1◦×1◦. In ordinary cases, the reflectances of all
mirrors in FD stations are measured every three months. In addition, all mirrors
are cleaned once a year because specks of dust and stains on the mirror surface
affect the reflectance of a mirror.

Camera

At the focal surface of the optics described above is the main camera. The
main camera is made of an array of PMTs. Each array of PMTs includes 16
× 16 = 256 PMTs. The model number of PMT is R9508, manufactured by
Hamamatsu Photonics with a hexagonal-shaped photocathode. Each PMT has
an Ultraviolet (UV) band-pass filter (BG3; Schott Advanced Optics) attached to
its photocathode surface to cut the amount of background light from the night
sky. The detailed transmittance profile of the Schott BG3 UV band-pass filter is
described in Figure 2.5 on page 33.

Figure 2.6 on page 33 is a view of a PMT for the BRM and LR stations.
The 16 × 16 array of PMTs is installed in a protective box to keep PMTs from
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Figure 2.5: Transmittance profile of Schott BG3 filter. The horizontal axis represents
the wavelength of light in nanometers. The vertical axis represents transmittance. BG3
filter has transmittance greater than 90% in the wavelength range from 300 nm to 400
nm, which accounts for the majority of nitrogen fluorescence spectrum, as shown in
Figure 1.24 on page 26.

contamination by environmental factors. Figure 2.7 on page 34 shows an array of
PMTs installed in a protective box for the BRM and LR stations before getting
attached to a telescope structure. The front of a protective box is an opening
made of a UV-transmitting methacrylic resin sheet (PARAGLAS UV00; Kuraray
Co., Ltd), which is for all weather. The detailed transmittance profile of Kuraray
PARAGLAS UV00 is described in Figure 2.8 on page 34.

Figure 2.6: PMT for the FDs of the BRM and LR stations with BG3 filter attached on
the photocathode surface [36]. Its hexagonal shape makes it easy to build a honeycomb-
shaped array.

DAQ Electronics

On the DAQ part of the BRM and LR stations, the electric current signals from
PMTs are amplified by a pre-amplifier with a gain of 5 first. Then the combined
gain of a PMT is tuned to be 4×106 by controlling the voltage applied to each
PMT. After amplification, the signals are processed by three kinds of VME (Versa
Module Europa) bus standard DAQ modules: Signal Digitizer and Finder (SDF),
Track Finder (TF), and Central Trigger Distributor (CTD) [33].

An SDF module has the main amplifier and a Flash Analog to Digital Con-
verter (FADC) with the first-level trigger logic circuits. Each SDF module has
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Figure 2.7: FD camera assembled for the BRM and LR stations [36]. An array made
of 256 PMTs is contained in a protective box. The box has a UV transmitting window.

Figure 2.8: Transmittance profile of Kuraray PARAGLAS UV00. PARAGLAS UV00
has more than 85% of transmittance in the wavelength range from 300 nm to 400 nm.

16 inputs, and 16 SDF modules work for one camera, as there are 256 PMTs for
each camera. The FADC of SDF has a 12 bits digitizing ability with a 40 MHz
sampling rate. An SDF module first integrates four sampled data into a single
bin, so each integrated bin becomes 100 ns long, and then sets a 12.8 µs long
signal finding window. If a unit of this finding window has a signal that exceeds
a threshold set by operators, a first-level trigger is issued from an SDF module.
Then the first-level trigger is passed onto a TF module.

The TF module for each camera then judges if a spatial track meets the
condition for issuing a second-level trigger. The judgment is made by collecting all
first-level triggers from 16 SDF modules installed for each camera. If a TF module
finds a spatial track, a second-level trigger is passed onto the CTD module.

There is only one CTD module for each FD station. By collecting all second-
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level triggers from 12 TF modules representing each camera, the CTD module
judges to issue the final level trigger to the event record system of an FD station.
A CTD module has a clock generator, an initializer, and a Global Positioning
System (GPS) module. A simple diagram is shown in Figure 2.9 on page 35 to
introduce the general structure of the DAQ system of the BRM and LR stations.

The additional features of the DAQ system of the BRM and LR stations
are the detector dead time and airplane veto. To process the event data and
become ready to be triggered again, an FD station cannot be triggered within
a specific period from a trigger. This insensitive period is called dead time and
occupies about 10% of FD operation time with a median dead time of 30 ms
per trigger. A CTD module can record the dead time that is vital in calculating
the on-time of the FD station, which is explained in Section 5.3. Meanwhile, the
sky above the TA experiment site is air routes; it is reported that strobe flashers
equipped on airplanes cause a burst of triggers during the early operation of the
BRM and LR stations. Airplane veto is implemented to avoid this problem by
suspending triggers temporarily when an FD station receives airplane-like signals.
This intentionally insensitive time also is added up to an FD station’s dead time
[37].

Figure 2.9: Schematic diagram of the DAQ system of a TA FD [37].

Calibration

To make the measurement of an EAS as precise as possible, it is required to study
the systematic uncertainties in the observation data obtained by FDs. These
studies include the absolute calibration for PMTs used in FD telescopes, the on-
site optics calibration, and the atmospheric condition monitoring. As a part of
such studies, a dedicated photometric calibration system for the BRM and LR
stations is developed for absolute calibration at the laboratory. The system is
called Calibration using RAYleigh Scattering (CRAYS). The CRAYS adopts an
N2 laser system with 337 nm wavelength as its source of light, and the laser is
optically guided into the N2 filled chamber and is scattered inside. A PMT for
the BRM and LR stations is set to the chamber only to receive the Rayleigh
scattered light from the source.

Since CRAYS has a calibrated energy probe to monitor the intensity of the
incident laser and the cross section of Rayleigh scattering is well studied, it can
precisely estimate the intensity of light entering a PMT. This feature allows
the CRAYS to calibrate the response of PMTs with a systematic uncertainty of
approximately 7.2% [38]. This absolute calibration by the CRAYS is done every
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three PMTs in each camera. A diagram of the CRAYS device is shown in Figure
2.10 on page 36. PMTs are attached to the cylindrical chamber to receive only
the calibrated light from the source.

Figure 2.10: Schematic diagram of the CRAYS system [38]. The gray shaded areas
indicate the scattering chamber. The red arrows indicate the paths of the laser beam.
Baffles are shown between the chamber and the output port for a PMT. Baffles are
needed to ensure only Rayleigh scattered light enters a PMT.

Since the results of absolute calibration made in the laboratory of the Institute
for Cosmic Ray Research (ICRR) of the University of Tokyo can be altered by
temperature, humidity, long-term effect, and even during the transportation to
the experiment site at Utah from ICRR, a stable light source is required to
be attached to monitor the response of absolutely calibrated PMTs to track
the change in the calibration results. For the BRM and LR stations, Yttrium
Aluminum Perovskite (YAP) is adopted to play this role as a stable radioactive
light source consisting of YAlO3:Ce scintillator and 50 bq of 241Am α source.
Each YAP module is embedded in the BG3 filter of the PMT, which is absolutely
calibrated using the CRAYS in the laboratory. By tracking the electric signals
of these calibrated PMTs caused by ∼50 Hz and 40 ns width UV pulses of a
peak wavelength at 350 nm produced from YAP, the gain change of PMTs was
monitored [39]. A photograph of YAP embedded in the BG3 filter is shown in
Figure 2.11 on page 37.

Other 253 PMTs in a camera, which the CRAYS does not absolutely calibrate
in the laboratory, are relatively calibrated using a Xenon flasher. As shown in
Figure 2.4 on page 32, there is no mirror segment at the center of the composite
mirror optics of the telescope. A Xenon flasher equipped with a diffuser is placed
in this region of the optics for each camera. The uniform light from the Xenon
flasher illuminates all 256 PMTs, including the three absolutely calibrated PMTs.
The responses of PMTs from this light source are set to be the standard for the
DAQ system to adjust the gains of all PMTs, so they can show a similar value
of gain whether they are absolutely calibrated or not.

Although the optics for an FD camera is designed to have a 30 mm or a smaller
spot size as described above, 2-dimensional fluctuations in sensitivity exist for all
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Figure 2.11: BG3 filter embedded with YAP and a PMT with a YAP embedded BG3
filter attached on its photocathode surface [39].

PMTs. Therefore, an XY-scanning device was developed to track this effect
quantitatively. As the device is designed to be attached to the whole FD camera,
it can scan the map of sensitivity for the camera by measuring its response from
the monochromatic light of 365 nm wavelength emitted from a UV Light Emitting
Diode (LED) light source. The spot size of light at the photocathode surface of
a PMT is measured to be 3.83 mm, defined as the diameter of a circle containing
90% of the total light intensity. The intensity of a single pulse is adjusted to
produce approximately 1,000 photoelectrons [40]. Finally, the scanning results
are applied to compare the simulated and observed signals. Photographs of the
XY-scanning device are shown in Figure 2.12 on page 37.

Figure 2.12: XY-scanning device developed for calibrating PMTs in the BRM and LR
stations [40].

The relatively new method for on-site optics calibration adopted by the TA
experiment is a flying light source called Opt-copter. As its name (Optics +
Octocopter) suggests, the Opt-copter is a multirotor module equipped with a
stable UV light source. By flying around the FOV of FD telescopes and flashing
UV light at the designated positions, the Opt-copter is expected to perform
the precise calibration of the pointing directions of the FD telescope of the TA
experiment. The data collected by the Opt-copter is currently being analyzed
[41][132]. Figure 2.13 on page 38 shows a photograph of the Opt-copter.

As well as the detector itself, constant monitoring of atmospheric conditions
is required to measure the photons from EAS accurately. Typically, the photons
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Figure 2.13: The multirotor module Opt-copter developed for calibrating FDs of the
TA experiment [41].

travel through kilometers of air before reaching the telescope. The TA experiment
has a set of atmosphere monitoring systems. As one of them, weather monitoring
by human eyes has been performed since the beginning of the FD operation. The
protocol for checking cloud coverage by human eyes is called the WEAT code
(Weather code). A more detailed explanation of WEAT code is described in
Section 5.1. Also, three Charge Coupled Device (CCD) fish-eye cameras were
installed at the Central Laser Facility (CLF) site, the BRM station, and the LR
station to monitor the weather and cloud coverage by tracking the night-time
motion of stars. The system checks if stars are seen at the expected positions
without being blocked by a cloud [133]. Figure 2.14 on page 38 shows an image
taken by a CCD fish-eye camera. In the image, stars and cloud coverage are
shown.

Figure 2.14: CCD fish-eye camera image taken on March 13th, 2015, at the rooftop of
the BRM station. The dark shadows in the image indicate the position of clouds.

The CLF is the main atmospheric monitoring system for the TA experiment.
Since the CLF is located at the center of the TA experiment site, approximately
21 km equidistant from all FD stations, it is possible to estimate the effect of
aerosols in the atmosphere on all FD stations. The light source of CLF is an
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Nd:YAG laser module that generates UV light wavelength of 355 nm [134]. The
CLF vertically shoots UV laser pulses twice per hour when any FD of the TA
experiment is running. Each shooting set consists of 300 pulses with a frequency
of 10 Hz. Observation of laser pulses by the FD telescopes provides the profiles
of an aerosol layer that causes aerosol scattering of light from EAS [42]. The
photographs of the CLF are shown in Figure 2.15 on page 39.

(a) Exterior of CLF (b) Optics of CLF

Figure 2.15: CLF instruments [42]. (a) Exterior of CLF container. (b) Optics of CLF.

The Electron Light Source (ELS) is a compact on-site Linear Accelerator
(LINAC) installed about 100 m in front of the BRM station. This facility is
expected to reproduce what occurs in an EAS using high-energy electron beams.
Since the luminosity and the energy of an accelerated beam are measured pre-
cisely, the amount of air fluorescence from this bunch of accelerated electrons
can be estimated. By comparing this result to observation data, the end-to-end
calibration for the entire system of an FD can be performed [43]. The maximum
acceleration energy the ELS achieves is 40 MeV for each electron. The schematic
diagram of the ELS system is shown in Figure 2.16 on page 39. The method to
filter out EAS-like signals generated by vertical particle cascade from the ELS in
the operation of the TA hybrid trigger mode is introduced in Section 3.2.

Figure 2.16: Schematic diagram of the ELS, the on-site LINAC of the TA experiment
[43].
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2.2.2 Surface Detector

The TA experiment utilizes a scintillator-based SD. Each SD consists of two
layers of plastic scintillators, each measuring 3 m2×12 mm, separated by a 1-
mm-thick stainless steel plate. The surface of the plastic scintillator has grooves
at regular intervals of 20 mm, where Wavelength Shifting Fibers (WLSF) are
placed. The WLSFs used in the TA experiment are the Y-11 type manufactured
by Kuraray Co., Ltd. These fibers transmit light and illuminate the photocathode
surface of the PMTs (9124SA; Electron Tubes Ltd.). Each SD is equipped with
two PMTs, with one PMT detecting light from the upper layer and the other
from the lower layer. To minimize background noise from environmental ionizing
radiation, signals from the SD are processed only when there is a coincidence of
signals from both layers of the scintillators [45]. The internal structure of the SD
is seen in Figure 2.17 on page 40.

Figure 2.17: Schematic diagram of the internal structure of the SD of the TA experi-
ment [44]. The blue rectangles represent plastic scintillators. The green lines represent
WLSFs. The WLSFs from each layer are bundled and attached to one of the two PMTs.

The performance of an SD is designed to yield approximately 25 photoelec-
trons per single Minimum Ionizing Particle (MIP) passing through a scintillator
layer. The position dependence of the signal intensity is estimated to be 20%
[51]. Two LEDs are incorporated to track the linearity of the signals from the
PMTs. Power for operating an SD is provided by a 120 W solar power module,
a charge controller, and a battery, enabling the detector to be self-sustaining.
The DAQ system of an SD includes a -3dB low-pass filter with a cutoff frequency
of 9.7 MHz to extend the waveform of signals, a 12-bit signal digitizing FADC
with a sampling rate of 50 MHz, and a Field Programmable Gate Array (FPGA)
module with the trigger logic implemented. The SD electronics are enclosed in
a protective box with a heat sink. This protective box is housed within a cooler
box (insulated box) together with the battery system. A photograph of an SD in
operation at the TA experiment site is shown in Figure 2.18 on page 41.

The SDs in the TA experiment are classified based on the communication
towers they connect to via a 2.4 GHz wireless Local Area Network (LAN). The
TA experiment’s SD array is divided into three virtual regions known as sub-
arrays, corresponding to the three communication towers: Smelter Knolls (SK),
Black Rock (BR), and Long Ridge (LR). The analysis regarding sub-arrays is
described in Section 4.2.4. Each operating SD in the array communicates with
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Figure 2.18: SD of the TA experiment [45]. Each part of an SD is indicated. A
communication tower above the hill is seen behind the detector.

one of the three towers. The SD array trigger system is closely tied to these
communication towers. When an energetic particle produces scintillation light
inside an SD, the light is converted into electric current signals by a pair of PMTs.
An FADC module digitizes these electric signals, and the digitized waveforms are
used to make trigger decisions. There are three types of triggers used in the SD
operation [44]:

1. Level-0 trigger

The sum of 8 bins of digitized waveform signals is continuously compared
to the previous 8 bins to make a Level-0 trigger decision. If there is a co-
incidence between both scintillator layers, and the difference between the
two buffered values exceeds the threshold of 0.3 MIPs (roughly 8 photo-
electrons), a Level-0 trigger is issued. As a result, data from 128 bins are
recorded, starting from 35 bins before the trigger judgment. The Level-0
trigger rate is approximately 700 Hz.

2. Level-1 trigger

The Level-1 trigger uses the same logic and judgment method as the Level-0
trigger but with a higher threshold of 3.0 MIPs. The data recording method
for the Level-1 trigger is the same as in the Level-0 trigger. The Level-1
trigger rate is approximately 40 Hz.

3. Level-2 trigger

The Level-2 trigger is different from the Level-0 and Level-1 triggers. A
communication tower issues a Level-2 trigger to all SDs belonging to its
sub-array. The communication tower checks the Level-0 and Level-1 trigger
information sent at a frequency of 1 Hz from all operating SDs in its sub-
array. If three or more adjacent SDs have a Level-1 trigger within an
8 µs scanning window, the communication tower issues a Level-2 trigger,
collecting information on all SDs that exhibit Level-0 or Level-1 triggers.

Furthermore, to address the efficiency decrease near the boundaries of each
sub-array, a special type of Level-2 trigger called the boundary trigger was imple-
mented on all three communication towers [135]. The SK communication tower
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communicates with the BR and LR communication towers and looks up their
Level-1 and Level-2 trigger information on boundary SDs. If the Level-2 trigger
condition is met in multiple sub-arrays, the SK communication tower issues a
boundary trigger to the corresponding sub-array’s tower to initiate DAQ.

In summary, the SDs in the TA experiment consist of two layers of plastic scin-
tillators separated by a stainless steel plate. Each layer has WLSFs that transmit
light to PMTs. The signals from the SD are processed based on coincidences in
both scintillator layers and triggers are issued at different levels depending on the
signal characteristics. The SDs are operated independently through communica-
tion towers, and a boundary trigger system is implemented to maintain efficiency
near the sub-array boundaries.

2.2.3 Extension of the TA Experiment

The TA experiment has undergone several expansions to further its scientific
capabilities and extend its reach to different energy ranges, enabling a more
comprehensive study of cosmic rays. Here are the key expansions:

Telescope Array Low-energy Extension

Telescope Array Low-energy Extension (TALE) is an extension of the TA experi-
ment that focuses on exploring cosmic rays in the energy range from the Knee to
approximately 1018.4 eV, expanding the analyzable energy range of the TA exper-
iment towards lower energies [136]. TALE features a high-elevation fluorescence
detector station with ten telescopes constructed adjacent to the MD station, as
shown in Figure 2.19 on page 42.

Figure 2.19: Photograph of the TALE FD station, which is built next to the MD
station [21].

TALE is also designed to have a hybrid feature similar to the TA experiment.
The SD array of TALE follows the FOV of the TALE FD. The spacing of the
SD array varies, with 40 SDs located close to the TALE FD station having a
spacing of 400 m and the remaining 40 SDs located farther from the TALE FD
station having a spacing of 600 m. This arrangement results in an effective area
of approximately 20 km2 for the entire SD array. The detector layout of the
TALE is shown in Figure 2.20 on page 43.

TALE-infill

TALE-infill is a project within the TALE that aims to lower the energy threshold
of detection to around 1 PeV. This feature is achieved by deploying a denser

42



Figure 2.20: Layout of the TALE [21]. The open black squares indicate the surface
detectors. The black triangle indicates the SD communication tower. The blue circle in-
dicates the fluorescence detector station. The blue arrows from the fluorescence detector
station represent its azimuthal extent of the FOV.

surface detector array with a narrower spacing of 100 m [137]. By increasing the
density of detectors, TALE-Infill enhances the sensitivity to lower energy cosmic
rays.

Non-Imaging CHErenkov array

Non-Imaging CHErenkov array (NICHE) is another expansion of the TA experi-
ment designed to study cosmic rays in the energy range from 1016 eV to 1018 eV
[89]. The NICHE SD array consists of 14 Cherenkov radiation detectors deployed
over a 300 m × 300 m of area, which falls within the FOV of the TALE and MD
FD stations. The detector spacing of the NICHE array is set at 100 m. Unlike
FDs in the TA experiment that observe the longitudinal development of an EAS,
NICHE focuses on the lateral development of an EAS. By measuring the time
difference of Cherenkov radiation photons arriving at the detectors, it is possible
to estimate the longitudinal development of the EAS using the Cherenkov Lat-
eral Distribution Function (CLDF) technique. Figure 2.21 on page 44 shows the
layout of the NICHE array and the Cherenkov radiation detector developed for
the NICHE.

TA×4

The TA×4, officially approved in 2015, aims to quadruple the TA experiment
[138]. In 2019, the TA×4 SD array was expanded to 2.5 times the size of the
original TA SD array. In addition, two more FD stations were installed using re-
furbished detectors from the HiRes experiment, allowing for more comprehensive
observations. The TA×4 experiment has started regular observation, and initial
analysis results have been reported [47][139]. Figure 2.22 on page 45 shows the
layout of the TA×4.
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(a) Layout (b) NICHE detector

Figure 2.21: (a) Layout of the NICHE experiment, showing its 300 m × 300 m array
with 14 surface detectors with 100 m spacing. The blue circle indicates the MD station
and the green circles indicate the NICHE detectors. (b) Photograph and schematic
diagram of a NICHE detector [46].
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Figure 2.22: Layout of the TA×4 experiment [47]. The area expanded from the original
TA experiment is shown. The SD array of the TA×4 experiment is divided into two
regions: TA×4 North and TA×4 South. The red circles indicate the newly deployed SDs
of the TA×4 experiment. The yellow circles indicate the locations of SDs that have not
been deployed yet. The black lines from FD stations represent the azimuthal extent of
the FOV.
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2.3 Introduction to the Results of the TA Experiment

The TA experiment aims to uncover the unknown characteristics of UHECR. One
of the primary goals was to experimentally confirm the existence of the Suppres-
sion phenomenon in the energy spectrum of UHECR. This goal was motivated
by the discrepancies observed in previous UHECR observatories’ results. The TA
experiment has reported the energy spectra of UHECR using multiple observa-
tion modes, including the FD monocular mode, TALE FD monocular mode, SD
mode, and conventional hybrid modes [50][63][90][140][141][142]. The details of
the conventional hybrid modes are described in Section 3.1. The energy spec-
trum measured in the SD observation mode of the TA experiment exhibits a
suppression of flux at the highest energy region, which is consistent with both
the GZK-cutoff and acceleration limits, as shown in Figure 2.23 on page 46.

Figure 2.23: Combined energy spectrum measured in two observation modes of the
TA experiment: TALE FD monocular and TA SD [48].

Another significant achievement expected from the TA experiment is the esti-
mation of the mass composition of UHECR. By measuring the depth of maximum
shower development of EAS, known as Xmax, the TA experiment has reported the
results of UHECR mass composition analyses using various observation modes,
including conventional TA hybrid modes, TA FD monocular mode, TALE FD
monocular mode, and TALE hybrid mode [21][22][143][144][145]. The mean Xmax

as a function of primary energy, referred to as Xmax elongations, have been an-
alyzed for multiple observation modes. The results are shown in Figure 2.24 on
page 47, depicting the Xmax elongations.

Figure 2.24 on page 47 shows the results of mass composition analyses per-
formed by the TA experiment in the energy range from ∼1017 eV to ∼1020 eV.
Notably, the TALE hybrid mode analysis reported the change in mass compo-
sition for the energy higher than 1017.1±0.1 eV, which is around the 2nd Knee.
Specifically, the elongation rate of the observed data above the 1017.1±0.1 eV
(92±10 g/cm2/decade) is higher than the elongation rates of the proton Monte
Carlo (MC) simulation (61±4 g/cm2/decade) and the iron-nucleus MC simulation
(48±3 g/cm2/decade). This result indicates that the mass composition becomes
lighter as the energy increases for this energy range [21].

Furthermore, the conventional TA hybrid mode analysis for the BRM and
LR stations tested several pure mass composition MC simulations with observed
Xmax distributions in the energy range from 1018.2 eV to approximately 1020 eV.
The analysis found that the elongation rate of the observed data is 56.8±5.3
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(a) TALE hybrid mode (b) Conventional TA hybrid mode (BRM/LR)

Figure 2.24: (a) Xmax elongations measured in several observation modes of the TA ex-
periment: the TALE hybrid mode and the two conventional TA hybrid modes (BRM/LR
and MD) [21]. The results from the PAO and HiRes/MIA are also plotted. (b) Xmax

elongation measured in the conventional hybrid mode (BRM/LR) [22].

g/cm2/decade [22].
The discrepancy in elongation rates between the TALE hybrid mode (92±10

g/cm2/decade) and the conventional TA hybrid mode for BRM/LR (56.8±5.3
g/cm2/decade) suggests the existence of an energy point where the reported
change in mass composition by the TALE hybrid mode is completed. However,
its precise determination is challenging with the TALE hybrid mode and the
conventional TA hybrid mode since the energy point is at the transition between
the two observation modes.

It is worth noting that the TA experiment has also reported evidence of
intermediate-scale anisotropy in the arrival directions of UHECR with energies
above ∼1019.7 eV. This anisotropy is referred to as the Hotspot, located near the
constellation of Ursa Major, as shown in Figure 1.19 on page 17 [24].
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Chapter 3

Hybrid Trigger Mode of the Telescope Array

Experiment

The hybrid trigger mode of the Telescope Array (TA) experiment is designed to
collect data from both the Fluorescence Detector (FD) stations and the Surface
Detector (SD) array simultaneously. The TA hybrid trigger system was imple-
mented in October 2010 as an external trigger system, where the FD station
issues a trigger to its corresponding SD sub-array. When an FD station detects
an Extensive Air Shower (EAS)-like event, it sends trigger information to the
corresponding SD communication towers.

Upon receiving a hybrid trigger from an FD station, the SD communication
tower issues a Level-2 trigger. Since the TA hybrid trigger includes the infor-
mation on the center timestamp and the width of the waveform scan window,
the Data AcQuisition (DAQ) system can collect the SD data of the target SD
sub-array for the corresponding time.

It is important to note that the hybrid trigger system implemented in the
Middle Drum (MD) FD station differs from the hybrid trigger systems imple-
mented in the Black Rock Mesa (BRM) and Long Ridge (LR) FD stations in
terms of the energy threshold. The main reason for this difference is the distance
between the MD station and its corresponding sub-array, the Smelter Knolls (SK)
array. The distance between the MD station and the SK array is greater than the
distances between the BRM station and the Black Rock (BR) array and between
the LR station and the Long Ridge (LR) array. Therefore, in this thesis, only
the hybrid trigger system implemented at the BRM and LR stations is described,
and only the analysis results obtained from these stations’ hybrid trigger systems
are presented.

3.1 Motivation of the Hybrid Trigger Mode

As mentioned in Chapter 2, the important feature of the TA experiment is that
it adopts two independent methods in observing UHECR-induced EAS: the air
fluorescence detection technique and the surface particle detection technique.
However, mainly due to the difference in the observation principle between the
two techniques, the apertures of the two observation modes differ by the primary
energy of UHECR. For example, Figure 3.1 on page 49 shows the apertures of
the FD monocular observation mode and the SD observation mode as a function
of the primary energy of UHECR.

Figure 3.1 on page 49 shows that the apertures of the FD monocular observa-
tion mode and the SD observation mode differ in the lower energy range (<1019

eV). For example, at 1018 eV, the aperture of the FD monocular observation
mode is about 400 km2sr while the aperture of the SD observation mode is about
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(a) SD mode (b) FD monocular mode

Figure 3.1: (a) Aperture of SD observation mode of the TA experiment [49]. (b)
Aperture of FD monocular observation mode of the TA experiment [50]. The black line
indicates the combined aperture of the BRM and LR stations estimated using the mass
composition reported by HiRes and HiRes/MIA experiment.

20 km2sr. This difference is the main reason why the analyzable energy range
of the FD monocular observation mode is an order of magnitude more expansive
than that of the SD observation mode (≥1017.2 eV for the FD monocular mode,
≥1018.2 eV for the SD mode) [50][140].

However, as explained in Section 1.2.2, the FD monocular observation mode
of the TA experiment has relatively low accuracy in determining the geometry of
an EAS. The typical reconstruction resolution of UHECR arrival directions of the
TA FD monocular observation mode is 7.4◦ [31]. In contrast, the SD observation
mode is 1.5◦ [49].

In the TA experiment, there have been two approaches to improve the accu-
racy of the FD monocular observation mode in determining EAS geometry: the
FD stereoscopic observation mode and the conventional hybrid mode. Below is a
brief introduction to the FD stereoscopic observation mode and the conventional
hybrid mode.

1. FD stereoscopic observation mode

Unlike the FD monocular observation mode, which analyzes the data ob-
served by a single FD station, the FD stereoscopic observation mode is
based on the simultaneous observation of the same EAS by two or more
FD stations that are spatially separated as shown in the left panel of Fig-
ure 3.2 on page 50.

If two FD stations observe the same EAS, the intersection line of two Shower
Detector Planes (SDPs) determines the shower axis of the EAS with high
accuracy. The typical reconstruction resolution of EAS arrival directions of
the FD stereoscopic observation modes of the TA experiment is 1.6◦ [34].
If three FD stations observe the same EAS, an algorithm selects the best
pair of sites [146].

However, an EAS must be bright enough for the FD stereoscopic obser-
vation mode because the EAS needs to be observed by two FD stations
separated by ∼35 km. Therefore, the analyzable energy range of the FD
stereoscopic observation mode is significantly narrower than that of the FD
monocular observation mode (≥1018.4 eV) [146].

2. Conventional hybrid observation mode
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Another approach to improve the FD monocular observation mode is a
simultaneous observation of the same EAS by a single FD station and the
SD array, which is called the conventional hybrid observation mode. The
term “conventional” emphasizes the old hybrid observation mode compared
to the new hybrid trigger observation mode presented in this thesis.

In the conventional hybrid mode, the SD array provides the FD monocular
observation mode with the detection information about an EAS. As shown
in the right panel of Figure 3.2 on page 50, the reconstruction procedure
can determine the impact timing and position of an EAS at the ground level
precisely. This results in an increased geometric reconstruction accuracy,
which is 0.9◦ in terms of the typical reconstruction resolution of UHECR
arrival directions [63].

However, since the FD stations and the SD array of the TA experiment
are operated independently, the conventional hybrid observation can only
utilize observation data separately obtained by the SD array and the FD
stations. Therefore, the analyzable energy range of the conventional hybrid
observation mode is equal to that of the SD observation mode (≥1018.2 eV).

Figure 3.2: (Left) Visualization of stereoscopic observation using two FD stations.
(Right) Hybrid observation using an FD station and an SD array [21].

While three or more adjacent SDs with energy deposit greater than 3 Min-
imum Ionizing Particles (MIPs) are required for the SD array to be triggered
as described in Section 2.2.2, former simulation studies reported that more than
85% of simulated proton and iron-nucleus EAS in the energy range above 1017.5

eV deposit energy greater than 3 MIPs to at least one SD [147]. This study result
indicates that it is possible to analyze EAS with a hybrid technique in the energy
range from 1017.5 eV to 1018.2 eV by implementing a unique trigger system that
prompts the SD array to perform DAQ in coincidence with the trigger system
of the FD stations. As a result, better reconstruction resolutions in the energy
range from 1017.5 eV to 1018.2 eV are expected. With this motivation, a hybrid
trigger system is developed and implemented as an external trigger system for
an SD array issued by an FD station.

3.2 Hybrid Trigger Algorithm

The hybrid trigger algorithm of the TA experiment was developed with two crit-
ical requirements:

1. The Flash Analog to Digital Converter (FADC) waveform scan required by
a hybrid trigger for an SD must be completed within 16 seconds because
each SD holds waveform information for only 16 seconds.
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2. The rate of hybrid trigger issued by an FD station must be less than 0.2
Hz considering the limitation in communication speed between an SD com-
munication tower and the SDs belonging to the sub-array.

To achieve the first requirement, the time window for SD waveform data col-
lection was adjusted. During the development stage, four different time windows
were considered: ±32 µs, ±64 µs, ±96 µs, and ±128 µs. The expected waveform
data for each SD was calculated based on the typical Level-0 trigger rate, around
700 Hz. For example, for a time window of ±64 µs, approximately 0.0896 wave-
form data per SD were expected (700 Hz × 128 µs = 0.0896). With 191 SDs in
the LR sub-array (the largest sub-array), the total number of waveform data in
a ±64 µs time window would be 0.0896 × 191 = 17.1.

The time required for a communication tower to acquire one waveform data
was estimated to be around 40 ms [135]. Thus, the time needed to acquire 17.1
waveform data would be 17.1 × 40 ms ≃ 684 ms. Since a communication tower
spends approximately 100 ms collecting waveforms from SDs in its 1-second DAQ
cycle [34], the collection time would be around 7 seconds. Therefore, even with a
±128 µs time window, the waveform scan could technically be completed within
16 seconds, but this would limit the maximum rate of the hybrid trigger.

In the actual hybrid trigger setup, a ±64 µs is adopted as the search window
width, and the time offset is set to -35 µs. These values were determined based
on early survey observations [34].

Regarding the second requirement, it is not possible to issue a hybrid trigger
for all triggered events in an FD station since the typical trigger rate of an FD
station is about 2 - 3 Hz during stable operation [31]. Therefore, the TA hybrid
trigger system must filter out non-EAS events to decrease the trigger rate by
one order of magnitude. Several candidates for non-EAS events that could issue
FD triggers include calibration light sources (e.g., Xenon flashers), a vertical
laser shooting from CLF (Central Laser Facility), a vertical particle cascade from
ELS (Electron Light Source), and continuous light contamination from artificial
sources. It is also considered that a single muon passing through the array of
Photomultiplier tubes (PMTs) in an FD camera or passing near an FD camera
can generate a spatial track of the signal.

The criteria for issuing hybrid triggers implemented in the BRM and LR
stations are as follows:

1. The number of triggered PMTs in an FD camera must be ≤ 250.

• This condition filters out events caused by Xenon flashers or other
noise from artificial light sources illuminating the entire FD camera
surface, such as a beam of light from a car’s headlight near an FD
station.

2. No PMT in an FD camera should have an FADC value exceeding 3σ for
51.2 µs.

• This condition filters out artificial light that accidentally enters the
FD cameras and rejects false signals caused by noisy or malfunctioning
PMTs. The period of 51.2 µs is equivalent to four times the FD signal
finding window and is equal to the full DAQ length of the FD cameras
at the BRM and LR stations.

3. Five or more PMTs are required to make a group defined explicitly by the
trigger algorithm.
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• This condition filters out signals with short spatial tracks that are
difficult to perform geometric reconstruction on due to limited infor-
mation on the signal detection timing difference between PMTs. A
group is defined by spatially and temporally neighboring triggered
PMTs. Spatially neighboring PMTs are defined based on adjacency,
calculated using the PMT numbers in an FD camera. Temporally
neighboring PMTs are defined by having signal peak bins less than 20
bins apart, corresponding to 2 µs.

4. The time interval between the earliest signal peak bin and the latest signal
peak bin among the triggered PMTs must be separated by more than 8
bins.

• This condition filters out non-EAS-related spatial tracks caused by
single muons traversing through a PMT array or passing near an FD
camera, producing a track of Cherenkov radiation bright enough to
trigger an FD station. The period of 8 bins is equivalent to 800 ns.

By implementing these criteria, the TA hybrid trigger system effectively filters
out non-EAS events and reduces the trigger rate to an acceptable level, allowing
for the collecting of relevant data for the hybrid analysis in the TA experiment.

The above four criteria examine each FD camera’s data obtained at an FD
station. Whenever the data of an FD camera meet all criteria, they are flagged as
a hybrid trigger camera. If there are one or more flagged FD cameras, a hybrid
trigger is issued finally.

The on-site test result of the TA hybrid trigger system reported that the rate
of the TA hybrid trigger mode with the above judge criteria was ≤ 0.01 Hz, which
was sufficiently lower than the initial requirement of ≤ 0.2 Hz [34]. In addition,
the TA hybrid trigger system allows any FD operator to set a veto period. As
a default setting, the 1 minute at HH:00 and 1 minute at HH:30 are set to be
veto periods in time with the schedule of CLF vertical laser shooting. A sample
veto setting for the TA hybrid trigger system is shown in Figure 3.3 on page 53.
Every veto information is considered in the on-time calculation of the TA hybrid
trigger analysis, as described in Section 5.3.

Still, an unexpected surge in the rate of the TA hybrid trigger mode might
occur and disrupt the stable SD operation. To prevent such an occasion, a real-
time trigger rate limitation is also implemented. Hybrid triggers can only be
issued 2 seconds after the last hybrid trigger and 20 seconds after the fifth hybrid
trigger from the last.

Implementing the TA hybrid trigger system is expected to affect the dead
time of the DAQ at the FD station. It is found that the effect of the TA hybrid
trigger on the dead time at an FD station is smaller than the fluctuation of a
typical dead time at an FD station [34].

It should be emphasized that there are two exceptions in the operation of the
TA hybrid trigger system where a hybrid trigger system does not perform the
collection of SD waveform data. The first type of exception is called Timeout.
The Timeout means that the central timestamp of the waveform scan by the
TA hybrid trigger request is outside the 16-second limit described in the earlier
part of this section. This exception might occur when the time synchronization
between an FD station and its corresponding sub-array is lost or when the data
communication between an FD station and its corresponding sub-array is highly
unstable. The observation period with Timeout exception is excluded from the
on-time of the TA hybrid trigger mode as described in Section 5.3.
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Figure 3.3: The time setting of the TA hybrid trigger veto at the BRM station on
March 9th, 2011. The timestamp is in Coordinated Universal Time (UTC). The veto
period for CLF vertical laser shootings is shown as 1 minute. Other than the CLF, veto
periods were set for the LIght Detection And Ranging (LIDAR) and ELS operations on
this date.

The other type of exception is called Cancel. Cancel means that the SD self-
trigger already performed DAQ within a time range of ±8 µs from the center
timestamp of the waveform scan request by the TA hybrid trigger system. Since
the self-trigger efficiency of an SD array is approximately 1 above the primary
energy of 1019 eV [49], the SD self-trigger system can almost always acquire EAS
observation data above this energy. Therefore, in this thesis, all SD observation
data acquired by the BR sub-array and the LR sub-array, which coincide with
the timestamp of the hybrid trigger, are analyzed regardless of the types of the
trigger, i.e., the hybrid trigger and the SD self-trigger.

3.3 Extensive Air Showers Reconstruction Principle

The TA hybrid trigger reconstruction method uses the observation data from an
FD as a calorimetric measurement of the energy of a primary UHECR by tracking
its longitudinal development. Then spatiotemporal information on when and
where an EAS hits the ground level is added from the observation data obtained
by an SD.

The main part of EAS reconstruction is divided into two stages. The first
stage is geometric reconstruction, which involves the SDP, the distance between
the FD station and the core position (RCORE), and the angle of the shower axis
inside the SDP (ψ angle). The next stage is longitudinal reconstruction, where
the profile of longitudinal development of the EAS is determined by parameters
such as calorimetric energy Ecal and depth of maximum shower development
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Xmax.
In geometric reconstruction, the timing of the arrival of an EAS on the ground

level (TCORE) can precisely be estimated using the SD data that collected the
energy deposit by particles originating from the EAS. The expected detection
timing (TEXP,i,j) of the i-th PMT of the FD and the j-th SD is calculated using
the following equation:

TEXP,i,j = TCORE,j +
sinψ − sinαi

c0 sin(ψ + αi)
RCORE, (3.1)

where c0 is the speed of light in vacuum, αi is the elevation angle of the i-th
PMT in the SDP, RCORE and ψ are the same as explained above. TCORE,j is the
timing of the EAS reaching the ground and is estimated from the position and
detection timing of the j-th selected SD using the following equation:

TCORE,j = T′
SD,j +

cosψ

c0
(RCORE − RSD,j),

T′
SD,j = TSD,j +

1

c0
(P⃗′

SD,j − P⃗SD,j) · P⃗,
(3.2)

where P⃗SD,j is the position vector of the j-th selected SD. TSD,j is the timing at

which the j-th selected SD receives the signals. P⃗′
SD,j is the position vector of

the j-th selected SD projected on the SDP. T’SD,j is the timing when the j-th

selected SD receives the signals whose position is projected on the SDP. P⃗ is
the vector of the shower axis, indicating the up-going direction. The simplified
diagram of the geometric relationship of the parameters is shown in Figure 3.4
on page 54.

Figure 3.4: Simplified diagram showing several geometry parameters used in the re-
construction of EAS. The purple rectangle represents an FD station, the red rectangle
represents an SD, and the long blue triangle represents an EAS. All angles indicated in
this plot are with respect to the SDP.

Since the SDP is determined by using the FOV of multiple PMTs that de-
tected the signals from an EAS, RCORE and ψ angle in the determined SDP
are estimated by searching for the j-th selected SD that minimizes χ2

j , which is
calculated using the following equation:

χ2
j =

∑
i

(TEXP,i,j − Ti)
2

σ2Ti

, (3.3)

where Ti is the timing of the signal at the i-th PMT and σ2Ti
is the square of its

error. The j-th SD that gives the least χ2
j is called the anchor SD.
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In the longitudinal reconstruction, the Inverse Monte Carlo (IMC) method is
adopted [148]. With the geometry determined at the earlier stage of reconstruc-
tion, the IMC session generates multiple EAS in a reduced form of the Gaisser
and Hillas (G-H) function introduced in Equation (1.19) where Nmax is fixed to
be 1. X0 and λ are also fixed to be specific values. Then Xmax is put as a free
parameter. For each trial of Xmax, the likelihood is calculated as Equation (3.4):

Likelihood =
∑
i

nOBS,i × log
nEXP,i(Xmax)∑
i nEXP,i(Xmax)

, (3.4)

where nOBS,i is the number of photoelectrons detected by the i-th PMT and
nEXP,i(Xmax) is the number of photoelectrons expected by the i-th PMT at a
tested Xmax value in the IMC trial. The IMC session tries multiple Xmax values
until it reaches the Xmax that gives the maximum likelihood value. After the Xmax

that gives the maximum likelihood is determined, the shower size parameter Nmax

is estimated by the following equation:

Nmax =

∑
i nOBS,i∑
i nEXP,i

. (3.5)

After the IMC session determined Nmax and Xmax yielding the maximum
likelihood value, the number of electromagnetic particles Ne(X) of the EAS as a
function of atmospheric depth X is estimated. The energy deposit of the EAS at
an atmospheric depth X is a multiplication of the number of particles Ne(X) and
the critical energy Ec described in Section 1.3.3.

Finally, the sum of electromagnetic energy deposits made by the EAS, namely
the calorimetric energy of the EAS (Ecal), is estimated by integrating all energy
deposits made in the integrated depths of the atmosphere as shown in the follow-
ing equation:

Ecal =

∫ ∞

X0

E(X)dX, (3.6)

where E(X) is the energy deposit at the atmospheric depth X. Since the actual
EAS contains not only the electromagnetic cascade but also muons and other
particles that do not contribute to the electromagnetic cascade, Ecal is always
smaller than the actual energy E0 of the primary UHECR because Ecal misses
the energy carried away by this kind of particles. Thus this difference (E0 -
Ecal) is commonly referred to as the missing energy. E0 is calculated from Ecal

by estimating the ratio of E0/Ecal in the target energy range and a primary
composition. Estimating the missing energy can only be performed by studying
the result of the Monte Carlo (MC) simulation, which is described further in
Section 4.2.3.

The principle of EAS reconstruction by the hybrid technique is explained in
this section. However, to apply this reconstruction principle to the raw obser-
vation data obtained by the hybrid detectors of the TA experiment, a further
process is necessary to select a set of FD PMTs that received signals from the
EAS. Then the process also requires determining the signal timing parameters
such as Ti for the signal timing of the i-th selected FD PMT, σ2Ti

for its squared
error, and TSD,j for the signal timing of the j-th SD. The signal intensity pa-
rameters are required to be determined as well, such as nOBS,i for the number of
photoelectrons detected by the i-th FD PMT and the energy deposit recorded by
the j-th SD in a unit of Minimum Ionizing Particle (MIP). These processes are
described in Section 4.2.
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3.4 Observation Status

The TA hybrid trigger system started on October 8th, 2010, and had been op-
erating for about 9.5 years by March 2020. However, the operation of the BRM
and LR stations had been suspended since March 2020 due to the COVID-19
pandemic. In November 2021, the investigation to resume the operation of the
BRM and LR stations was performed and the first post-pandemic operation was
performed in June 2022.

The sample EAS event collected by the TA hybrid trigger mode is shown in
Figure 3.5 on page 56.

Figure 3.5: Sample EAS event visualized by both SD and FD event displays. (Left)
The FD event display. (Right) The SD event display. The red ovals emphasize the event
signal parts. The size and color of the markers represent the amplitude and timing of
the signals, respectively.

Figure 3.5 on page 56 shows that this sample event has only two adjacent SDs
with signals, which means that this event does not meet the decision criteria of
the SD Level-2 trigger, as described in Section 2.2.2. Thus this event can only
be triggered by the TA hybrid trigger system. This event is successfully recon-
structed by the method described in Section 3.3. The primary energy (E0) and
Xmax of this event are reconstructed to be 0.3 EeV and 769 g/cm2, respectively.
However, the event is not included in the observation dataset described in Section
5.1 due to the weather cut described in Section 5.1.
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Chapter 4

Monte Carlo Simulation Studies

The Extensive Air Shower (EAS) simulation framework with the actual detector
setup of the Telescope Array (TA) experiment, including responses from Data
AcQuisition (DAQ) electronics, is fundamental in evaluating the performance of
detectors of the TA experiment for Ultra-High-Energy Cosmic Ray (UHECR)-
induced EAS. This performance information consists of the aperture of detec-
tors, the bias and resolution in the reconstruction of EAS, and the evaluation
of missing energy. This chapter describes the Monte Carlo (MC) simulation and
reconstruction framework developed for the TA hybrid trigger mode.

4.1 Details of MC Simulation

As a simulation framework for the TA hybrid trigger mode, Cosmic Ray Sim-
ulations for KAscade (CORSIKA) version 7.3500 is adopted as the simulation
code library for particle cascades in EAS [149]. For a model to simulate hadronic
interactions in EAS, QGSJET-II-04 is used for the higher energy region above
80 GeV [16]. Below 80 GeV, FLUktuierende KAskade (FLUKA) is used [150].
In addition, EGS4 (Electron Gamma Shower) is adopted to simulate the elec-
tromagnetic components of EAS [151]. The lateral extent of the electromagnetic
components of EAS is estimated using the Nishimura-Kamata-Greisen (NKG)
function, which is explained in Section 1.3.3.

Since the maximum number of particles Nmax in a simulated EAS is substan-
tial, especially for an EAS with E0 greater than 1019.0 eV, the computation for
simulation is highly time and Central Processing Unit (CPU) resource consum-
ing. For this reason, the thinning technique with a factor of 10−6 is adopted to
save the simulation time and CPU resources. The thinning technique reduces
the number of particles that need to be tracked by making a randomly selected
particle carry the weight of all particles produced at the same time window [152].
Such a thinned EAS is then dethinned to recover the information on each particle
at the ground level [153].

To simulate signal responses of a Surface Detector (SD) to an EAS, the phys-
ical and structural details of the SD are implemented using the simulation frame-
work Geant4 (GEometry ANd Tracking) [154]. In addition, the energy deposit
by background particles to an SD is also implemented in the simulation using the
typical trigger rate of an SD and the observed spectrum of energy deposit for an
SD. An SD’s physical and structural model is visualized in Figure 4.1 on page
58.

Secondly, a simulation of signal responses of a Fluorescence Detector (FD)
station to the same EAS, which is simulated in the previous SD simulation stage,
is performed. By looking up the longitudinal development profile of the simulated
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Figure 4.1: Visualized Geant4 model of a TA SD [51].

EAS that contains the information on the number of particles and the energy
deposits with 1 g/cm2 step size, it is possible to estimate the intensity of air
fluorescence and Cherenkov radiation from the simulated EAS. To estimate the
intensity of air fluorescence yield, the total yield measured in the Kakimoto model
[56] is adopted with the spectrum of air fluorescence photons reported by the
FLuorescence in Air from SHowers (FLASH) experiment [61].

For atmospheric parameters such as pressure and temperature, the data pre-
pared by the Global Data Assimilation System (GDAS) are adopted [155]. The
GDAS database, operated by National Oceanic and Atmospheric Administration
(NOAA), provides atmospheric profiles of 23 vertical layers with pressure ranging
from 20 to 1,000 hPa every three hours. Each vertical layer contains altitude,
temperature, and dew point at the given pressure. The database has a total of
360 × 180 = 65,160 points, representing each longitude and latitude of the Earth
in a 1-degree grid. The GDAS dataset for the point (39N, 113W), which is the
closest point to the site of the TA experiment, is adopted for the atmospheric
parameters to be used in the EAS simulation.

The measurement of aerosol is made by the LIght Detection And Ranging
(LIDAR) system described in Section 2.2.1. The averaged Vertical Aerosol Opti-
cal Depth (VAOD) value is estimated to be 0.034, which is adopted in the EAS
simulation [156]. The simulation model for a ray-tracing session inside an FD
station structure is also generated and visualized in Figure 4.2 on page 59.

The other conditions in generating a set of MC simulated EAS for the TA
hybrid trigger mode are summarized in Table 4.1 on page 59. Note that the
period is 8.5 years, from October 2010 to June 2019, when the FD calibration data
were available. This simulation period equals the observation period described
in Chapter 5.

Table 4.1 on page 59 shows that the MC set has 31 bins of primary energy
for each composition. It should be emphasized that each energy bin has 400 MC
simulated proton EAS and 301 MC simulated iron-nucleus EAS generated by the
CORSIKA framework. For each EAS simulated by the CORSIKA framework,
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Figure 4.2: Structure model visualizing the ray-tracing inside the Black Rock Mesa
(BRM) FD station [35].

Table 4.1: Summary of conditions generating a set of MC simulations for the TA hybrid
trigger mode. A total of 31 energy bins exist in the energy range of 17.0 ≤ Log10Ethr. ≤
20.0 with 0.1-decade energy bins.

MC generation condition Parameters

Composition Proton, Iron-nucleus
Primary energy in Log10Ethrown (eV) 17.0 to 20.0
θ Zenith (deg) 0 to 70
ϕ Azimuth (deg) Uniformly random in 0 to 360
EAS core position:condition 1 Random inside 25 km radius from CLF
EAS core position:condition 2 Refer to Table 4.3
Atmospheric model GDAS
Period ∼8.5 years
Hadronic interaction model QGSJET-II-04, FLUKA

65 to 2,000 iterations of detector simulations are made with a random EAS core
position and a random ϕ (Azimuth) value. The number of iterations varies by the
primary energy of an EAS. The iteration number by primary energy is described
in Table 4.2 on page 59.

Table 4.2: Number of detector simulations using a single CORSIKA-generated EAS.

Primary energy (eV) Iteration number

1017.0 - 1017.5 2,000
1017.6 1,500
1017.7 490
1017.8 300
1017.9 190
1018.0 - 1018.2 125
1018.3 - 1020.0 65

As described in Table 4.1 on page 59, there are two conditions for an EAS
core position. In addition to the conventional distance limit from Central Laser
Facility (CLF) (Condition 1), a distance limit from an FD station (Condition 2)
is introduced to save CPU time in the simulation for the TA hybrid trigger mode.
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The simulated event must satisfy both EAS core position Conditions 1 and 2. It
should be noted that Condition 2 varies with the primary energy of EAS. The
details are described in Table 4.3 on page 60.

Table 4.3: Maximum distance between any FD station and an EAS core position for a
given primary energy.

Primary energy (eV) Maximum distance (km)

1017.0 - 1017.4 12
1017.5 13
1017.6 14
1017.7 16
1017.8 17
1017.9 18
1018.0 19
1018.1 22
1018.2 23
1018.3 - 1020.0 24

Since the EAS core position condition is modified from the usual circular
condition, effective geometric areas vary by the primary energy of a shower. This
effect is described in Section 4.3. The EAS core position distributions for all
proton-simulated and iron-simulated events are plotted in Figure 4.3 on page
60. Additionally, the EAS core position distributions for three energy ranges,
17.0 ≤ Log10(Ethrown/eV) < 18.0, 18.0 ≤ Log10(Ethrown/eV) < 19.0, and 19.0 ≤
Log10(Ethrown/eV) ≤ 20.0 are plotted in Figure 4.4 on page 61. It is shown that
the EAS core positions follow the conditions listed in Table 4.1 on page 59.

(a) Proton MC (b) Iron-nucleus MC

Figure 4.3: (a) Distribution of EAS core positions of all proton simulated events. (b)
Distribution of EAS core positions of all iron-nucleus simulated events. The position of
CLF is set to be (0,0). Star markers represent the Middle Drum (MD) station, the BRM
station, the Long Ridge (LR) station, and the CLF.

As displayed in Figure 4.3, the shapes of EAS core position distributions are
not circular because of a condition regarding the maximum distance from FD
stations described in Table 4.3. The θ (Zenith) distribution of all CORSIKA-
generated EAS: 400 × 31 = 12,400 proton-simulated and 301 × 31 = 9,331 iron-
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(a) Proton MC 17.0 ≤ Log10(Ethr./eV) < 18.0 (b) Iron-nucleus MC 17.0 ≤ Log10(Ethr./eV) <
18.0

(c) Proton MC 18.0 ≤ Log10(Ethr./eV) < 19.0 (d) Iron-nucleus MC 18.0 ≤ Log10(Ethr./eV) <
19.0

(e) Proton MC 19.0 ≤ Log10(Ethr./eV) ≤ 20.0 (f) Iron-nucleus MC 19.0 ≤ Log10(Ethr./eV) ≤
20.0

Figure 4.4: Distributions of EAS core positions of proton and iron-nucleus simulated
events. Shown in three different energy ranges.
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simulated EAS are shown in Figure 4.5 on page 62 together with the ϕ (Azimuth)
distribution of all simulated proton and iron simulated EAS after the complete
iterations.

(a) Zenith (b) Azimuth

Figure 4.5: (a) Zenith angle θ distribution of CORSIKA-generated EAS. (b) Azimuth
angle ϕ distribution of simulated EAS after the iterations.

The number of events increases until θ reaches the peak at 45◦ and then
decreases as displayed in Figure 4.5 (a) on page 62. The shown distributions
are fitted by a trigonometric function of (p[0] × sin(θ) × cos(θ), where p[0] =
constant), which is a typical fitting function for a θ distribution in the actual SD
observation mode. When particles arrive on the Earth uniformly, the spherical
segment increases with sin(θ) while the effective area of a detector decreases with
cos(θ).

It is confirmed that the ϕ values for all simulated EAS are uniformly dis-
tributed from Figure 4.5 (b) on page 62. The difference in the number of events
between proton and iron-nucleus MC is caused by the difference in the number
of CORSIKA-generated EAS (400 EAS per each energy bin for proton MC and
301 EAS for iron-nucleus MC), as described above.

Then the mean values of Xmax distributions (<Xmax>) of CORSIKA-generated
EAS are shown in the upper part of Figure 4.6 on page 63. The standard devia-
tions of Xmax distributions ((σ(Xmax))) are also plotted in the lower part of Figure
4.6. Although not analyzed in this thesis, the <Xmax> and σ(Xmax) estimated
by the different hadronic interaction models EPOS-LHC [15] and QGSJET-II-03
[157] are shown in Figure 4.6 as well to show the effects on Xmax when using the
different hadronic interaction model.

In Figure 4.6 on page 63, it is exhibited that the mean Xmax values increase
as the primary energy increases from 685 g/cm2 to 850 g/cm2 for the proton
MC simulation and 585 g/cm2 to 750 g/cm2 for the iron-nucleus MC simulation.
It should be noted that the proton MC simulation shows an atmospheric depth
of approximately 100 g/cm2 deeper in mean Xmax than the iron-nucleus MC
simulation. The standard deviations of Xmax distributions slightly decrease as the
primary energy increases. For the proton MC simulation, the standard deviations
range from 55 g/cm2 to 85 g/cm2. The standard deviations of the iron-nucleus
MC range from 20 g/cm2 to 30 g/cm2.
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Figure 4.6: Upper part shows the mean Xmax of CORSIKA-generated EAS as a func-
tion of primary energy. Error bars represent the standard errors (the standard deviation
divided by

√
(the number of events)). The solid lines represent the results of linear

fittings. Lower part shows the σ(Xmax) (standard deviation of Xmax). Error bars repre-
sent the standard deviation divided by

√
(2× the number of events). The dashed lines

and the dotted lines represent the linear fittings of the results obtained by the different
hadronic interaction models EPOS-LHC and QGSJET-II-03.

4.2 Reconstruction Condition

The detailed procedure to reconstruct an EAS event in the TA hybrid trigger
mode is described in Section 3.3 using Equations (3.1) through (3.6). However,
to reconstruct the EAS event from the actual raw observation data, an extra
process is needed to determine a set of SDs and a set of FD Photomultiplier tubes
(PMTs) to be used in the reconstruction procedure and the timing and intensity
parameters for the above equations. This process, called pre-reconstruction, is
described in the following subsections.

4.2.1 SD Pre-reconstruction

In this stage, the Flash Analog to Digital Converter (FADC) waveform data
acquired from all triggered SDs are scanned to determine the energy deposit
and signal timing. The first rising time in a waveform is set to be the signal
timing of an SD to detect the leading edge of the waveform caused by an EAS.
Since the waveform pedestal level and its standard deviation σped are monitored
at 10-minute intervals, the rising time of the waveform is calculated from these
parameters. In this analysis, the first time bin that recorded a signal greater than
3×σped from the pedestal level is determined to be the rising time.

The total energy deposit in the SD is calculated from the same parameters.
First, signal regions are determined to estimate the total energy deposit in an
SD. Signal regions are defined by the start-time-bin where the signal exceeds or
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becomes equal to 3×σped from the pedestal level and the end-time-bin where the
signal falls below or becomes equal to 3×σped from the pedestal level.

After integrating all signal regions with their corresponding start-time-bin and
end-time-bin, the total energy deposit in an SD is obtained in a unit of Minimum
Ionizing Particle (MIP) by multiplying the conversion factor. With the energy
deposits and signal timings of all triggered SDs determined, the following selection
procedure is applied to determine the candidates for an anchor SD.

1. Energy deposit threshold for an anchor SD: above 3 MIPs.

Since the geometric reconstruction of an EAS with the TA hybrid trigger
mode only considers the signal timing information and the position infor-
mation provided by one selected SD, inaccuracy in geometric reconstruction
might be introduced by selecting an anchor SD triggered by particles from
a non-EAS event.

By selecting the Level-1 trigger (> 3 MIPs) as an energy deposit threshold
instead of the Level-0 trigger (> 0.3 MIPs), it is possible to reduce the
probability of choosing an anchor SD that is related to a non-EAS event.
This chance probability is reduced to an order of magnitude lower level
as the typical Level-0 trigger rate is approximately 700 Hz. The typical
Level-1 trigger rate is approximately 40 Hz, as described in Section 2.2.2.

2. Shower Detector Plane (SDP) distance threshold for an anchor SD: < 1.5
km.

Although the probability of selecting a non-EAS-related SD is reduced with
the above selection, non-EAS-related SDs with energy deposits above 3
MIPs remain in the set of candidates for an anchor SD. To remove such
SDs from the candidates, the SDP distance threshold is introduced.

First, the initial SDP is estimated using the same method as FD monocular
analysis. This process results in a reference line for this selection, which
is the intersection line of the ground and the initial SDP. Then, any SD
separated from the reference line by 1.5 km or farther is removed from the
set of candidates for an anchor SD.

Since the spacing of the TA SD is 1.2 km, 1.5 km is sufficient to select the
set of candidates for an anchor SD. This selection allows only SDs near the
shower axis to be selected as an anchor SD, rejecting SDs too far from the
EAS.

4.2.2 FD Pre-reconstruction

The FD pre-reconstruction consists of four stages of PMT selection procedures
that perform a selection of PMTs to be used in the reconstruction and the de-
termination of signal timing and intensity for each selected PMT. Each stage is
described below.

1st Selection: Signal Search with the Triangle Filter

The waveform is a common term to refer to FADC counts plotted by each time
bin. Since a waveform with signals from an EAS typically exhibits a triangular
shape, the dedicated triangle filter scans the waveform and then determines the
peak p and its width w that gives the maximum value of significance σ(w,p), which
is calculated using the following equation:
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σ(w,p) =

∑p+w
i=p−w Fsub(i)W(i)∑p+w
i=p−w Prms(i)W(i)

, (4.1)

where Wi is the weight of the i-th waveform bin equals to w − |p − i|. Fsub(i)
means the value of the i-th waveform bin subtracted by the pedestal and Prms

means the fluctuation in the pedestal. A conceptual diagram of the triangle filter
is shown in Figure 4.7 on page 65.

Figure 4.7: Conceptual diagram of the triangle filter to determine the maximum sig-
nificance σ(w,p), peak, and width in the waveform of a PMT [52]. The filter scans all 512
bins to find the peak p and the width w in the range from 0 to 30 bins. As a result, a
pair of (w,p) that yields the maximum significance σ(w,p) is determined.

After p and w are determined at the maximum significance, the PMT signal
timing T and its squared error σ2T are formulated as in Equations (4.2) and (4.3).
The 100 ns in the equations indicates the bin width at the 10 MHz sampling rate
of FADC.

T = 100ns ·
∑p+w

i=p−w Fsub(i)× i∑p+w
i=p−w Fsub(i)

. (4.2)

σ2T = 100ns ·
∑p+w

i=p−w Fsub(i)(T− i)2∑p+w
i=p−w Fsub(i)

. (4.3)

Next, the integration window must be determined to estimate the number of
photoelectrons received by a PMT. The integration window is defined by start-
time-bin and end-time-bin.

In this analysis, the start-time-bin (startBin) is the first bin before the peak
bin that shows an FADC value lower than the pedestal, Fsub(i) < 0. The end-
time-bin (endBin) is the first bin after the peak bin that shows an FADC value
lower than the pedestal, Fsub(i) < 0.

The peak bin here is determined by the triangle filter described earlier. Then
the number of photoelectrons (Np.e.) received by a PMT is calculated as shown
in Equation (4.4), where g is the conversion factor between the FADC value and
the number of photoelectrons, which is measured using the detector calibration.

Np.e. =

endBin∑
i=startBin

Fsub(i)× g. (4.4)
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After all required parameters are calculated, the selection procedure filters
out the PMTs that showed lower significance σ(w,p) in the triangle fittings. A
significance greater than 6σ is required for each PMT to be selected.

2nd Selection: Linear Structure Search with Hough Transform

Noisy PMTs should be mostly filtered out in the first selection, but the first selec-
tion does not filter out the PMTs with large background. Since the longitudinal
development of an EAS occurs along its shower axis, the air fluorescence from
an EAS generates a linear track on FD cameras. With this principle, the second
selection can filter out irrelevant PMTs by selecting only PMTs with signals in
a possible shower track contained in a linear structure, which is determined by
Hough transform [158]. A line in an x− y space is parameterized using (ρ,ω) by
Hough transform as in Equation (4.5):

ρ = x cos(ω) + y sin(ω). (4.5)

In the resulting ρ − ω space called Hough space, a group of all lines going
through a particular point (xi,yi) in the x−y space forms a curved line, meaning
that a single data point in the x − y space corresponds to a single curved line
in the Hough space. Therefore, to find a line that goes through all data points,
one needs to determine the point of intersection for all curved lines in the Hough
space. The conceptual diagram of Hough transform is shown in Figure 4.8 on
page 66.

Figure 4.8: Conceptual diagram of a simple Hough transform [52]. All lines passing
through the green data point in an x − y space are transformed into the green curved
line in a ρ − ω space. All lines passing through the blue data point in the x − y space
also form the blue curved line in the ρ−ω space. The red line passing through the green
and blue data points in the x− y space is indicated as the red point in the ρ− ω space.

Now the linear track on FD cameras by an EAS is determined, the separation
angle βi of the i-th PMT from the linear track is calculated as below:

cos(βi) = n⃗i · ⃗n(proj,i), (4.6)

where n⃗i is the direction vector of the i-th PMT and ⃗n(proj,i) is the projection
vector onto the determined linear track. Since the lateral widths of EAS tracks
vary by their geometry, the threshold for β to reject spatially separated PMTs
also varies. In this analysis, β values of all PMTs are filled in a histogram with a
bin width of 1 degree. Then the threshold is set to the smallest β with zero entries
in the histogram. Any PMT showing a degree of separation above the threshold
is rejected in this selection. Figure 4.9 on page 67 shows a sample shower track
with the determined linear track and the histogram of β.
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Figure 4.9: (Left) The purple line indicates the determined linear track from the sample
shower track. (Right) Histogram of calculated β [35]. The threshold is set to be 2 degrees
since it is the first bin from the 0 degrees bin that has no entry. The PMTs showing β
above 4 degrees are rejected.

3rd Selection: Timing Sequence Search with the Timing-elevation An-
gle Fit

Even after two previous stages of selection, noisy PMTs with significant back-
ground in the vicinity of the selected linear structure might remain. Since a
PMT’s signal timing T and its squared error σ2T are determined using Equations
(4.2) and (4.3), it is possible to compare the signal timing T with the expected
signal timing Texp estimated using Equation (4.7). Note that Equation (4.7) is
similar to Equation (3.1), which estimates the expected signal timing with the
data acquired by an SD.

Texp,i = T∗ +
sinψ − sinαi

c0 sin(ψ + αi)
R∗, (4.7)

where Texp,i is the expected signal timing at the i-th PMT; T∗ is the signal timing
at the center of the shower track; c0 is the speed of light in vacuum; ψ is the
angle of the shower axis inside the SDP; R∗ is the distance from the FD to the
track center, which is shown in Figure 4.10 on page 67.

Now the observed signal timing T and the expected signal timing Texp are
estimated for all PMTs. The residual time ∆T is also calculated with the differ-
ence between observed and expected signal timing values. In this analysis, ∆T
values of all PMTs are filled in a histogram with a bin width of 1 µs. Then the
threshold is set to be the first bin from the 0 µs bin, which shows no entry for the
histogram. The PMTs showing residual time above the threshold are rejected
in this selection. Figure 4.10 on page 67 shows a sample shower track with the
geometric parameters and a result of timing-elevation angle fit.

Figure 4.10: (Left) Conceptual diagram of several geometric parameters used in the
timing-elevation angle fit. (Right) The green curve obtained from the fit represents the
expected signal timings, while the red crosses represent the observed signal timings [35].
The data point near (-2.5,19) on the right panel is rejected.
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4th Selection: Sweeping for Small Signals with a Lowered Threshold
and a Performance of Pre-geometry Reconstruction

Although the previous three stages of PMT selection choose only PMTs with
signals above 6σ of significance estimated in the first selection, this final selection
stage sweeps signals regardless of the significance threshold.

First, the timing-elevation angle function f(αi) is obtained by the fitting
described in Equation (3.1) with the set of PMTs that pass all previous selection
procedures. The set of PMTs that pass this selection is called GOOD PMTs.
Then the timing difference Ri, χ

2
i , and the separation angle βi from the SDP for

the i-th PMT are calculated as in the following equations, including the PMTs
rejected by the previous stages:

Ri = |f(αi)− Ti|, (4.8)

χ2
i = (

Ri

σTi

)2, (4.9)

βi = arcsin(n⃗i · ⃗nNSDP), (4.10)

where αi is the elevation angle of the i-th PMT projected onto the SDP; f(αi)
is the fitted signal timing at a specific elevation angle αi; Ti and σTi are the i-th
PMT’s signal timing and its error, respectively, estimated by Equations (4.2) and
(4.3) in the first selection procedure; n⃗i is the direction vector of the i-th PMT;
⃗nNSDP is the normal vector of the SDP. With the three obtained parameters,

all PMTs are tested to see if they meet the criterion called SOFT and then the
criterion called HARD, described in Table 4.4 on page 68.

Table 4.4: Two types of criteria for selecting PMTs for the fourth selection.

Parameter SOFT HARD

Ri < 1.2 µs < 0.8 µs
χ2
i < 20 < 15
βi < 4◦ < 2◦

Specifically, the PMTs that satisfy the SOFT criterion are tested again with
the linear fitting of elevation angle and signal timing with the GOOD PMTs
within the separation angle less than 5◦ and the timing difference less than 5 µs.
If the residual time Rlin, the number of PMTs Nlin, and the χ2

lin of the linear
fitting satisfy the conditions described in Table 4.5 on page 69, then the PMT is
added to the GOOD PMTs. If the set of GOOD PMTs is updated during the
procedure, the selection procedure starts over from the beginning. This iteration
terminates when there is no more PMT to add or remove from the set of GOOD
PMTs. After the test with the SOFT criterion is finished, the test with the HARD
criterion is initiated. The PMTs that meet the HARD criterion are tested with
the same method described above and the iteration continues until there is no
more PMT to add or remove from the set of GOOD PMTs.

4.2.3 Other Parameters and Missing Energy

After the PMT selection procedure is cleared, it is necessary to fix additional free
parameters for the longitudinal reconstruction of an EAS, as described in Section
3.3.
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Table 4.5: Linear fitting conditions for a PMT to be added to the GOOD PMTs. Any
PMT must meet all three conditions to be added.

Parameter Condition

Rlin ≤ 0.6 µs
Nlin ≥ 3
χ2
lin ≤ 150

1. X0: -60 g/cm2.

X0 is a free parameter of the Gaisser and Hillas (G-H) function used in
the longitudinal reconstruction. Here, -60 g/cm2 is chosen according to the
previous hybrid analysis performed by the TA experiment [22].

2. λ: 70 g/cm2.

λ is another free parameter of the G-H function used in the longitudinal
reconstruction. Here, 70 g/cm2 is chosen according to the previous hybrid
analysis performed by the TA experiment [22].

As mentioned in the later part of Section 3.3, the EAS reconstruction pro-
cedure only gives Ecal as it is based on the calorimetric energy estimation of
electromagnetic cascades in an EAS. Therefore, the method to obtain E0 from
Ecal is implemented in the TA hybrid trigger shower reconstruction procedure by
referring to the ratio of E0/Ecal for each composition and simulated energy.

Since the longitudinal development profiles of EAS generated by CORSIKA
are recorded for each 1 g/cm2 of atmospheric depth, the energy deposit of the EAS
by charged particles can be plotted by slant depths. By fitting the G-H function
with fixed values of X0 and λ to the energy deposit of the EAS generated by
CORSIKA for each step of slant depth with the fitting range feasible with the
Field Of View (FOV) of the FD cameras, it is possible to estimate the Ecal for
the thrown simulated energy of the EAS generated by CORSIKA.

Since there are 400 and 301 EAS events for proton and iron-nucleus in each
0.1-decade energy bin, respectively, the mean values of reciprocal of E0/Ecal for
each energy bin are plotted in Figure 4.11 (a) on page 70. In this analysis, missing
energy estimation is performed using the QGSJET-II-04 proton MC simulation,
as indicated by the red arrow in Figure 4.11 (a).

The reconstruction in this analysis adopts the QGSJET-II-04 proton’s missing
energy ratio Ecal/E0, which is represented by red open squares in Figure 4.11 (a)
on page 70. The uncertainties caused by the composition fraction are added to
the total uncertainty in the energy reconstruction, described in Section 5.7.5. The
data plotted in Figure 4.11 (a) on page 70 are plotted in another way by putting
the QGSJET-II-04 proton ratio as 1 to see the differences between models and
compositions, as shown in Figure 4.11 (b) on page 70. The largest discrepancy in
the ratio Ecal/E0 estimated using the QGSJET-II-04 proton and iron-nucleus MC
is approximately 1.09 at the lowest energy of 1017 eV. The discrepancy between
the two compositions decreases as the primary energy of UHECR increases.

4.2.4 Quality Cut

After the EAS reconstruction is completed, a judgment is made on whether to use
the reconstruction result in the analysis. This procedure is called the quality cut.
As its name suggests, this procedure minimizes the biases and maintains good
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(a) Ecal/E0 (b) Models comparison

Figure 4.11: (a) Ecal/E0 calculated using various sets of CORSIKA-simulated EAS
using different hadronic interaction models and mass compositions. The open squares
represent the ratio estimated using the QGSJET-II-04 and the open circles represent
the ratio estimated using the QGSJET-II-03. The red markers indicate the proton MC
and the blue markers indicate the iron-nucleus MC. The results of curve fittings are also
shown. (b) Same data as in (a), but the data points of the QGSJET-II-04 proton MC
simulation are placed as 1 to see the discrepancy between hadronic interaction models
and mass compositions.

resolutions in reconstruction while maximizing the statistical size of reconstructed
events. The conditions for the quality cut in this analysis are described in Table
4.6 on page 70.

Table 4.6: Conditions for the quality cut and criteria for each element.

Condition Criterion

Number of selected PMTs > 20 PMTs
Spatial length of track > 15◦

θ (Zenith) < 55◦

Minimum viewing angle > 20◦

Xmax bracketing Xstart < Xmax < Xend

Fiducial volume Xstart < 550 g/cm2 and Xend > 850 g/cm2

Reconstructed energy 17.5 ≤ Log10(Erec./eV) < 19.5
Core position 1 Inside the corresponding sub-array
Core position 2 > 100 m separation from the array border

Each condition for the quality cut in this analysis is explained further below. It
must be noted that there is an extra process in the quality cut procedure regarding
the stereoscopic events. When the EAS has a favorable incident geometry and is
bright enough, the same EAS event can trigger both BRM and LR stations. In
this case, the reconstruction and the quality cut procedures for the EAS event
are performed independently from the data acquired at each station. Suppose
the event is successfully reconstructed and passes the quality cut with the data
independently acquired at both stations. In that case, the result from the station
that received more photoelectrons from the EAS is adopted and the result from
the other station is rejected.

70



1. Number of selected PMTs

This condition relates to the spatial track length of the reconstructed event.
An EAS with a shorter track is difficult to reconstruct, especially in deter-
mining the SDP, due to the limited timing and spatial resolution of PMTs.

2. Spatial track length

An EAS with a shorter spatial track is likely from a remote EAS, an EAS
heading toward, or an EAS fleeing from the direction of the FD telescope,
which is challenging to reconstruct geometrically.

3. θ (Zenith)

An EAS with high θ is also challenging to reconstruct geometrically due to
its deeply penetrating nature. Also, SD and FD have different thresholds
for the maximum θ that can reconstruct EAS with fair accuracy.

4. Minimum viewing angle (MVA)

The minimum viewing angle indicates the angle between the reconstructed
shower axis and the line of sight of the FD station at the atmospheric
depth where the FD station starts observing the EAS (Xstart). An EAS
with a small minimum viewing angle is difficult to reconstruct geometrically
because a fraction of Cherenkov radiation increases in this condition. Figure
4.12 on page 72 shows a visualization of the minimum viewing angle.

5. Xmax bracketing

As their names suggest, Xstart (or Xlow) means the atmospheric depth where
the FD station starts observing the EAS and Xend (or Xhigh) means the
atmospheric depth where the FD station finishes observing the EAS. The
G-H function fitting for a longitudinal reconstruction procedure has a lower
success rate for accurate fitting of Xmax and Nmax when Xmax is not in the
FOV of the FD station.

6. Fiducial volume

Since the FD stations have a limited FOV in terms of the elevation angle as
described in Section 2.2.1, a bias is introduced in the observed distribution
of Xmax [159]. Note that this effect is enhanced by the previous item (5.
Xmax bracketing), which requests the Xmax of the EAS to be in the FOV,
as shown in Figure 4.13 on page 73. With the MC simulation study, the
optimal condition to avoid this effect Xstart is estimated to be lower (i.e.,
shallower) than 550 g/cm2 and Xend to be higher (i.e., deeper) than 850
g/cm2, as indicated in Figure 4.14 on page 73.

7. Reconstructed energy

Since the MC set for the TA hybrid trigger mode is generated in the energy
range of 17.0 ≤ Log10(Ethrown/eV) ≤ 20.0, as explained in Table 4.1 on page
59, it is only possible to estimate the aperture of the TA hybrid trigger
mode within this energy range. However, due to the resolution in the
reconstruction of the primary energy of the EAS, a migration effect (a
contribution to the apertures by EAS outside of the simulated energy range)
should be considered.

Therefore, a quality cut is necessary to ensure the aperture of detectors
is fully understood with the migration effect by limiting the reconstructed
energy range to be narrower than the actual simulated energy range.
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On the one hand, at the lower energy boundary, this effect is negligible due
to the energy threshold of the FD, as explained in Section 3.1. Therefore,
the lower reconstructed energy boundary for the quality cut is set to be
Log10(Erec./eV) = 17.5, where the MC simulation set has enough statistics
of reconstructed events.

On the other hand, this effect must be estimated at the higher energy
boundary. Since the primary energy reconstruction resolution at 1020 eV
(thrown energy) is estimated to be 4.7% for a proton UHECR and 3.5% for
an iron-nucleus UHECR, the higher energy boundary for the quality cut is
set to be Log10(Erec./eV) = 19.5, which sufficiently rejects migration effect
from outside the simulation energy range. The estimation of the aperture
for this analysis is described in Section 4.3.

8. Border cut

Since this analysis only uses data acquired from the Black Rock (BR) and
Long Ridge (LR) sub-arrays, the EAS with a core position near the Smelter
Knolls (SK) sub-array might be reconstructed with the anchor SD, which
provides poor reconstruction accuracy. This inaccuracy occurs because the
SK sub-array data are unavailable in this analysis. This cut ensures that
the distribution of the charged particles at the ground level is well contained
inside the available sub-array.

Figure 4.12: Visualization of minimum viewing angle (θvm) [53].

The EAS core position distributions for all reconstructed events passing the
quality cut are plotted in Figure 4.15 (a) and (b) on page 74 for proton and
iron-nucleus MC simulations, respectively. Additionally, the EAS core position
distributions for three energy ranges, 17.5 ≤ Log10(Erec./eV) < 18.0, 18.0 ≤
Log10(Erec./eV) < 19.0, and 19.0 ≤ Log10(Erec./eV) < 19.5, are plotted in Figure
4.16 on page 75. It is shown in Figure 4.15 that all EAS core positions are well
contained inside the sub-arrays, following the quality cut condition described
above.
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Figure 4.13: Simplified diagram explaining a bias in reconstructing Xmax introduced
by the limited FOV of an FD station. The purple rectangle represents an FD station and
the two black dotted lines show its FOV. The red lines represent shower axes and the
blue curves represent the longitudinal development of the EAS. The left EAS is rejected
because its Xmax is too shallow and not in the FOV. The right EAS is also rejected
because its Xmax is too deep and not in the FOV.

(a) Proton MC (b) Iron-nucleus MC

Figure 4.14: (a) Xstart vs. <Xmax> and Xend vs. <Xmax> of the proton MC events
(after reconstruction and applying the quality cut except for the fiducial volume cut).
The mean Xmax values for each slant depth are plotted. The black line represents where
the slant depth equals the Xmax. Note that the Xmax bracketing allows Xstart to be
placed only on the upper-left side of the plot and Xend only on the lower-right side of the
plot. The two colored broken lines indicate the approximate boundaries of the region,
which are affected by the limited FD FOV. The boundaries for Xstart and Xend are set
to be 550 g/cm2 and 850 g/cm2, respectively. (b) The same data as in (a), but with the
iron-nucleus MC simulation. Note that the color difference here emphasizes the difference
between Xstart and Xend, not the mass compositions.
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(a) Proton MC (b) Iron-nucleus MC

Figure 4.15: (a) Distribution of EAS core positions for all reconstructed events passing
the quality cut in the proton MC simulation. (b) The same data as in (a), but with the
iron-nucleus MC simulation. Star markers represent the BRM, LR, or CLF.
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(a) Proton MC 17.5 ≤ Log10(Erec./eV) < 18.0 (b) Irons MC 17.5 ≤ Log10(Erec./eV) < 18.0

(c) Proton MC 18.0 ≤ Log10(Erec./eV) < 19.0 (d) Iron MC 18.0 ≤ Log10(Erec./eV) < 19.0

(e) Proton MC 19.0 ≤ Log10(Erec./eV) < 19.5 (f) Iron MC 19.0 ≤ Log10(Erec./eV) < 19.5

Figure 4.16: Distributions of EAS core positions for proton and iron-nucleus recon-
structed events passing the quality cut shown on the left and right sides, respectively.
The energy ranges of 17.5 < Log10(Erec./eV) < 18.0, 18.0 < Log10(Erec./eV) < 19.0, and
19.0 < Log10(Erec./eV) < 19.5 are shown.
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4.3 Aperture Estimation

The aperture of the TA hybrid trigger mode is the product of an effective geomet-
ric area for EAS detection and EAS acceptance. Although the effective geometric
area might be calculated analytically, analyzing a set of MC simulations is the
only way to estimate the EAS acceptance. The acceptance is estimated by the
ratio of the simulated to reconstructed events passing the quality cut. To es-
timate the ratio, the statistics of the simulated and reconstructed MC events
that passed the quality cut are shown in Figure 4.17 on page 76. Note that the
statistics of both simulated and reconstructed events passing the quality cut are
weighted by the spectral index of -3.1, which is the typical value for the spectral
index of Ultra-High-Energy Cosmic Rays (UHECR).

(a) Proton MC (b) Iron-nucleus MC

Figure 4.17: (a) Weighted histograms of the number of simulated and reconstructed
MC events that passed the quality cut for the proton MC simulation. (b) The same
weighted histogram as in (a), but for the iron-nucleus MC simulation. All histograms
are weighted by a spectral index of γ = −3.1.

From Figure 4.17 on page 76, the acceptances of the TA hybrid trigger mode
for the two mass compositions are estimated as described above. The accep-
tances obtained here are used to estimate the aperture of the TA hybrid trigger
mode. The next step is to estimate the effective geometrical area AΩG, which is
formulated by the following equation:

AΩG = (MC Thrown Area)×
∫ 2π

0
dϕ

∫ θmax

0
sin θ cos θdθ. (4.11)

In this analysis, the MC simulation thrown area varies as a function of primary
energy as shown in Table 4.3 on page 60. An asymmetric lens-shaped area for
the thrown area is visualized in Figure 4.18 on page 77.

The area of the overlapping region of two circles with the radius of r and
R with the distance d between two center points are calculated with Equation
(4.12):
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Figure 4.18: Diagram displaying the asymmetric lens-shaped thrown area of the TA
hybrid trigger MC simulation. The orange-filled region indicates the thrown area of EAS
core positions, which is the overlapping region of the two circles with different radii.
Here, the BRM station is assumed.

Area = r2 arccos(
d2 + r2 −R2

2dr
)

+R2 arccos(
d2 +R2 − r2

2dR
)

−0.5
√
(−d+ r +R)(d+ r −R)(d− r +R)(d+ r +R).

(4.12)

For the BRM station and the primary energy of 1017.4 eV, r is 12 km as
described in Table 4.3 on page 60, R is 25 km as described in Table 4.1 on page
59, and d is 20.81 km. Then the MC thrown area is calculated to be 300.8 km2

by Equation (4.12). Now the geometrically effective area of the solid angle is
calculated using Equation (4.11) with the maximum θ of 70◦ as described in
Table 4.1 on page 59. The geometrically effective area, in this case, is calculated
to be 834.4 km2·sr.

However, in the energy range above 1017.9 eV, the overlapping region of the
two asymmetric lens-shaped areas for each FD station exists as shown in Figure
4.3 on page 60. In this case, the MC thrown area is estimated by a simplified
simulation. The detail of this simplified simulation is explained below.

1. First, generate 2×109 points and randomly place them inside a circle of
radius 25 km.

2. Next, count the number of points n that fell within the area that meets the
core position conditions.

3. Then the area of the MC simulation thrown region is calculated from π×
25 km2 × n

2×109
.

4. Finally, iterate the same simulation ten times using different random seeds
to estimate the fluctuation in this method.

By using the two methods introduced above, the geometric aperture AΩG as
a function of energy for each FD station is estimated. Figure 4.19 on page 78
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Figure 4.19: Geometric aperture AΩG of the BRM and LR stations, and the BRM
∪
LR

combined area as a function of primary energy. The solid blue line indicates the correctly
combined areas and the solid red circles indicate the overestimated areas.

shows the geometric aperture for the entire energy range of the TA hybrid trigger
MC simulation sets.

Now the aperture AΩ is calculated from the product of geometric aperture
and the acceptance shown in Figure 4.19 on page 78 and Figure 4.17 on page 76,
respectively. Then, the apertures are calculated for the BRM, LR, and BRM

∪
LR

stations using three types of composition models: the pure proton model, the pure
iron model, and the mixed composition model.

The mixed composition model is based on the mass composition study con-
ducted by the HiRes and HiRes/MIA experiments. This mixed composition based
on the result of HiRes and HiRes/MIA experiments is also adopted in the 7-year
FD monocular spectrum measurement of the TA experiment [50]. The proton
fraction used in this mixed composition is indicated as a function of primary
cosmic-ray energy in Figure 4.20 on page 78.

Figure 4.20: Proton fraction of UHECR measured in HiRes and HiRes/MIA experi-
ment [50].

The aperture for the mixed composition is calculated using Equation (4.13)
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where f is the fraction of protons shown in Figure 4.20 on page 78 and R is
(AΩIRON / AΩPROTON).

AΩMIX = AΩPROTON(R+ f × (1−R)). (4.13)

In this analysis, this mixed composition model is adopted to estimate the
aperture of the TA hybrid trigger observation mode. The apertures of the TA
hybrid trigger observation mode are shown in Figure 4.21 on page 79.

Figure 4.21: Apertures calculated for the BRM and LR stations, then BRM
∪
LR

combined using three types of mass compositions. The red markers indicate apertures
estimated assuming pure proton UHECR. The blue markers indicate apertures estimated
assuming pure iron-nucleus UHECR. The red open circles indicate the combined aperture
for pure proton UHECR, and the open blue squares indicate the combined aperture for
pure iron-nucleus UHECR. The black-filled squares indicate the aperture estimated using
the mixed composition model.

4.4 Bias and Resolution in Reconstruction

Understanding the bias and resolution in reconstructing EAS using the TA hybrid
trigger mode is important to estimate the uncertainties in reconstruction results.
In this analysis, the bias and the resolution in reconstructing EAS using the TA
hybrid trigger mode are estimated by comparing the value of simulated observable
of an EAS with its corresponding reconstructed value for the MC events that are
reconstructed and passed the quality cut.

A total of six observables are compared: θ (Zenith), ϕ (Azimuth), Rp (impact
parameter), ψ, primary energy, and Xmax. The results are shown in Figure
4.22 through 4.27 on page 80 to 85. For each comparison, a Gaussian fitting is
performed on the original distribution to clarify the shape of a distribution.

From Figure 4.22 to 4.27 on page 80 to 85, it is found that some parameters
do not strictly follow Gaussian distributions and show asymmetric distributions
in the thrown-reconstruction comparison. This tendency is especially prominent
in the reconstruction of θ and ψ for the lower energy range as shown in Figure
4.22 (a), 4.22 (b), 4.25 (a), 4.25 (b), 4.26 (a), and 4.26 (a).

A possible reason for this tendency is the contamination of Cherenkov radi-
ation in the geometric reconstruction. As an inherent limitation of the hybrid
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(a) Proton 17.5 ≤ Log10(Erec./eV) < 18.5 (b) Iron 17.5 ≤ Log10(Erec./eV) < 18.5

(c) Proton 18.5 ≤ Log10(Erec./eV) < 19.5 (d) Iron 18.5 ≤ Log10(Erec./eV) < 19.5

Figure 4.22: Bias and resolution in reconstructing θ (Zenith) estimated by (θrec.−θthr.)
of the reconstructed events passing the quality cut. The solid lines indicate the distribu-
tions of the events and the dashed lines indicate their Gaussian fitting. The left column
shows the proton MC simulation and the right column shows the iron-nucleus MC simu-
lation. The upper row shows the lower energy range and the lower row shows the higher
energy range. The statistics box on the upper-right side indicates five values: the first
two values, Mean and RMS, indicate the original distribution’s mean and standard devi-
ation; the next three values, Constant, Mean, and Sigma, indicate the fitted parameters
of the Gaussian fitting.

technique, the closest possible EAS core position is limited by the distance be-
tween the FD station and its corresponding SD sub-array.

Due to this condition, EAS at lower energies are more likely to be triggered
and reconstructed when they are heading toward the FD station. This results in
more contamination of Cherenkov radiation in the geometric reconstruction that
leads to larger θ and ψ in the reconstructed EAS.

Since there are parameters that show asymmetric distributions, the bias is
set at the mean value of the original distribution and the resolution is set at the
RMS value of the original distribution as the worst-case scenario. The biases
and resolutions for all parameters tested above are then summarized for 17.5 ≤
Log10(Erec./eV) < 18.5 and 18.5 ≤ Log10(Erec./eV) < 19.5 in Table 4.7 on page
81 and Table 4.8 on page 82, respectively.
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(a) Proton 17.5 ≤ Log10(Erec./eV) < 18.5 (b) Iron 17.5 ≤ Log10(Erec./eV) < 18.5

(c) Proton 18.5 ≤ Log10(Erec./eV) < 19.5 (d) Iron 18.5 ≤ Log10(Erec./eV) < 19.5

Figure 4.23: Bias and resolution in reconstructing ϕ (Azimuth) estimated by (ϕrec. −
ϕthr.) × sin θthr. of the reconstructed events passing the quality cut. The details are the
same as in Figure 4.22.

Table 4.7: Summary of biases and resolutions in reconstructing the six parameters in
the energy range of 17.5 ≤ Log10(Erec./eV) < 18.5.

Parameter Proton bias Proton res. Iron bias Iron res.

θ (deg) 0.3 1.7 0.1 1.5
ϕ (deg) -0.1 2.0 -0.1 2.0
Rp (%) 1.2 2.5 1.1 2.4
ψ (deg) 0.7 2.4 0.7 2.3
Primary energy (%) 12 13 -2.1 8.2
Xmax (g/cm2) -15 31 -13 27
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(a) Proton 17.5 ≤ Log10(Erec./eV) < 18.5 (b) Iron 17.5 ≤ Log10(Erec./eV) < 18.5

(c) Proton 18.5 ≤ Log10(Erec./eV) < 19.5 (d) Iron 18.5 ≤ Log10(Erec./eV) < 19.5

Figure 4.24: Bias and resolution in reconstructing Rp (impact parameter) estimated
by (Rrec.

p - Rthr.
p ) / Rthr.

p of the reconstructed events passing the quality cut. The details
are the same as in Figure 4.22.

Table 4.8: Same as in Table 4.7 on page 81, but in the energy range of 18.5 ≤
Log10(Erec./eV) < 19.5.

Parameter Proton bias Proton res. Iron bias Iron res.

θ (deg) -0.1 1.3 -0.2 1.2
ϕ (deg) -0.2 1.6 -0.2 1.9
Rp (%) -0.3 2.1 -0.2 2.2
ψ (deg) -0.8 1.8 -0.7 2.0
Primary energy (%) 2.7 8.3 -6.3 5.5
Xmax (g/cm2) -4.5 28 -8.4 22
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(a) Proton 17.5 ≤ Log10(Erec./eV) < 18.5 (b) Iron 17.5 ≤ Log10(Erec./eV) < 18.5

(c) Proton 18.5 ≤ Log10(Erec./eV) < 19.5 (d) Iron 18.5 ≤ Log10(Erec./eV) < 19.5

Figure 4.25: Bias and resolution in reconstructing ψ estimated by (ψrec. - ψthr.) of the
reconstructed events passing the quality cut. The details are the same as in Figure 4.22.

Table 4.7 on page 81 and Table 4.8 on page 82 show that the reconstruction
resolutions of the primary energy and Xmax in the TA hybrid trigger mode are
13% and 31 g/cm2 at the lower energy range, respectively, and 8.3% and 28
g/cm2 at the higher energy range, respectively. These estimation results are a
significant improvement compared to the typical reconstruction resolutions of the
FD monocular observation mode, which is 17% for the primary energy and 72
g/cm2 for Xmax, respectively [50]. The biases and resolutions for each energy bin
are also estimated for the six parameters tested above. The results are shown in
Figure 4.28 on page 86 through Figure 4.30 on page 88.

83



(a) Proton 17.5 ≤ Log10(Erec./eV) < 18.5 (b) Iron 17.5 ≤ Log10(Erec./eV) < 18.5

(c) Proton 18.5 ≤ Log10(Erec./eV) < 19.5 (d) Iron 18.5 ≤ Log10(Erec./eV) < 19.5

Figure 4.26: Bias and resolution in reconstructing primary energy estimated by (Erec.
0

- Ethr.
0 ) / Ethr.

0 of the reconstructed events passing the quality cut. The details are the
same as in Figure 4.22.
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(a) Proton 17.5 ≤ Log10(Erec./eV) < 18.5 (b) Iron 17.5 ≤ Log10(Erec./eV) < 18.5

(c) Proton 18.5 ≤ Log10(Erec./eV) < 19.5 (d) Iron 18.5 ≤ Log10(Erec./eV) < 19.5

Figure 4.27: Bias and resolution in reconstructing Xmax estimated by (Xrec.
max - Xthr.

max)
of the reconstructed events passing the quality cut. The details are the same as in Figure
4.22.
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(a) θ (Zenith)

(b) ϕ (Azimuth)

Figure 4.28: (a) Bias and resolution in reconstructing θ (Zenith) for each energy bin.
(b) Bias and resolution in reconstructing ϕ (Azimuth) for each energy bin. The upper
panel indicates the biases. The lower panel indicates the resolutions. The horizontal axis
represents the thrown energy of the simulated UHECR.
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(a) Rp (impact parameter)

(b) ψ

Figure 4.29: (a) Bias and resolution in reconstructing Rp (impact parameter) for each
energy bin. (b) Bias and resolution in reconstructing ψ for each energy bin. The upper
panel indicates the biases. The lower panel indicates the resolutions. The horizontal axis
represents the thrown energy of the simulated UHECR.
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(a) Primary energy

(b) Xmax

Figure 4.30: (a) Bias and resolution in reconstructing primary energy for each energy
bin. (b) Bias and resolution in reconstructing Xmax for each energy bin. The upper
panel indicates the biases. The lower panel indicates the resolutions. The horizontal axis
represents the thrown energy of the simulated UHECR.
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Chapter 5

Observation Results

Chapter 5 presents a detailed analysis of the observation data acquired during
the operational period of the hybrid trigger system of the Telescope Array (TA)
experiment, spanning over 8.5 years from October 8th, 2010, through June 30th,
2019. This chapter will cover various aspects of the observation results, includ-
ing the number of Ultra-High-Energy Cosmic Ray (UHECR) events, data/Monte
Carlo (MC) comparison, combined exposure estimation, energy spectrum mea-
surement, Xmax measurement, systematic uncertainties, and a comparison with
other measurements.

5.1 Observation Dataset

Throughout the 8.5-year observation period, the hybrid triggers were issued a
total of 90,301 times, with 42,400 triggers for the Black Rock Mesa (BRM) sta-
tion and 47,901 triggers for the Long Ridge (LR) station. The observation was
conducted explicitly under clear weather conditions with low cloud coverage, and
the selection of suitable observation periods was based on the WEAT code log
data. The WEAT code, an operator-based cloud coverage log protocol, involved
regular checks of cloud coverage in the North, South, East, and West directions
of the sky by the Middle Drum (MD) station operator. The corresponding ob-
servation data were filtered out if cloud coverage was confirmed in both the east
and south directions, as the BRM and LR stations are located East and South
of the MD station, respectively.

After applying the weather selection criteria, the reconstruction principle de-
scribed in Section 3.3, the pre-reconstruction steps detailed in Section 4.2.1 and
4.2.2, and the quality cut outlined in Section 4.2.4, a dataset comprising a total
of 7,489 events remained. Among these events, 3,812 were recorded by the BRM
station, while 3,677 were recorded by the LR station. A summary of the event
statistics obtained during the 8.5-year observation period is presented in Table
5.1 on page 90.

The primary energy distribution of the 7,489 observed events is illustrated
in Figure 5.1 on page 90, allowing for an examination of the energy range and
distribution. Moreover, Table 5.2 on page 92 provides a detailed breakdown of
the exact number of observed events within each energy bin. The Extensive
Air Shower (EAS) core position distribution of the observed events is depicted in
Figure 5.2 on page 91, shedding light on the spatial characteristics of the recorded
events.
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Table 5.1: Summary of the event statistics of the 8.5-year observations obtained by the
BRM and LR stations. The ratios of passed events per stage are indicated.

Criterion Number(BRM) Ratio(BRM) Number(LR) Ratio(LR)

Total triggered 42,400 100% 47,901 100%
Geometry recon. 13,946 32.9% 12,315 25.7%
Profile recon. 13,506 31.9% 11,924 24.9%
PMT number cut 12,945 30.5% 11,255 23.5%
Track length cut 12,607 29.7% 10,939 22.8%
θ cut 11,359 26.8% 9,725 20.3%
Minimum viewing angle cut 9,184 21.7% 7,998 16.7%
Xmax bracketing 6,970 16.4% 6,809 14.2%
Fiducial volume cut 4,544 10.7% 4,543 9.5%
Energy cut 4,487 10.6% 4,462 9.3%
Border cut 3,812 9.0% 3,677 7.7%

Figure 5.1: Primary energy distribution of UHECR events of the 8.5-year observation
period. The solid line indicates the distribution of the events observed by both Fluores-
cence Detector (FD) stations. The dashed and dotted lines indicate the distributions of
the events observed by the BRM and LR stations, respectively.
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(a) Observed all energy ranges (b) Observed 17.5 ≤ Log10(E0/eV) < 18.0

(c) Observed 18.0 ≤ Log10(E0/eV) < 19.0 (d) Observed 19.0 ≤ Log10(E0/eV) < 19.5

Figure 5.2: EAS core position distributions of observed UHECR events obtained in the
8.5-year observation period. The energy ranges of plots are: (a) all energies, (b) 17.5 ≤
Log10(E0/eV) < 18.0, (c) 18.0 ≤ Log10(E0/eV) < 19.0, and (d) 19.0 ≤ Log10(E0/eV) <
19.5.
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Table 5.2: Number of UHECR events per energy bin in 8.5-year observations using the
TA hybrid trigger mode.

Primary Energy Number of Events

17.5 ≤ Log10(E0/eV) < 17.6 199
17.6 ≤ Log10(E0/eV) < 17.7 475
17.7 ≤ Log10(E0/eV) < 17.8 706
17.8 ≤ Log10(E0/eV) < 17.9 985
17.9 ≤ Log10(E0/eV) < 18.0 1,060
18.0 ≤ Log10(E0/eV) < 18.1 1,055
18.1 ≤ Log10(E0/eV) < 18.2 858
18.2 ≤ Log10(E0/eV) < 18.3 743
18.3 ≤ Log10(E0/eV) < 18.4 478
18.4 ≤ Log10(E0/eV) < 18.5 341
18.5 ≤ Log10(E0/eV) < 18.6 209
18.6 ≤ Log10(E0/eV) < 18.7 138
18.7 ≤ Log10(E0/eV) < 18.8 90
18.8 ≤ Log10(E0/eV) < 18.9 54
18.9 ≤ Log10(E0/eV) < 19.0 37
19.0 ≤ Log10(E0/eV) < 19.1 28
19.1 ≤ Log10(E0/eV) < 19.2 12
19.2 ≤ Log10(E0/eV) < 19.3 9
19.3 ≤ Log10(E0/eV) < 19.4 9
19.4 ≤ Log10(E0/eV) < 19.5 3
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5.2 Data/MC Comparison

A crucial step in the analysis of the TA hybrid trigger mode is the data/MC
comparison, which involves comparing the distributions of various observables
obtained from MC simulations with the 8.5 years of observation data. This com-
parison aims to ensure that the MC simulations generated in Section 4.1 accu-
rately describe the observed events and also ensure that the simulated detectors
accurately replicate the behavior of the actual detectors. To achieve this, both
the MC events and observed events are processed using the same reconstruction
procedure described in Section 3.3 and Section 4.2, and the identical quality cut
described in Section 4.2.4 is applied.

The results of the data/MC comparison are presented in Figure 5.3 - 5.18,
spanning pages 93 - 99. Each data/MC comparison plot displays three distribu-
tions of a single observable: one for proton MC events, another for iron-nucleus
MC events, and the other one for the observation data. The upper part of each
plot showcases the distributions of the observable. It is important to note that
the distributions of the MC simulation events are normalized to the total number
of observed events.

Additionally, the lower part of each plot illustrates the bin-to-bin ratios be-
tween the MC simulation events and the observation data. This ratio is obtained
by dividing the number of entries in the observation data by the number of entries
in the corresponding bin of the MC simulation. For example, if the MC simula-
tion events have twice as many entries as the observation data in a specific bin,
the ratio for that bin is 0.5. In the plots, the solid red lines represent the proton
MC events, the solid blue lines represent the iron-nucleus MC events, and the
solid black lines represent the observation data. These comparisons provide an
essential validation of the MC simulations and their agreement with the observed
data.

(a) 17.5 ≤ Log10(E0/eV) < 18.5 (b) 18.5 ≤ Log10(E0/eV) < 19.5

Figure 5.3: Data/MC comparison of θ (Zenith) in the energy range from (a) 1017.5 eV
to 1018.5 eV and from (b) 1018.5 eV to 1019.5 eV.

The MC simulations are in fair agreement with the observation data, while an
exception is found in the distribution of the number of good PMTs in Figure 5.12
(a) on page 97. The numbers of good PMTs are larger in both the proton and the
iron-nucleus MC simulation sets than in the observed events. This result is the
same as in that reported by the TA FD monocular analysis, which discusses the
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(a) 17.5 ≤ Log10(E0/eV) < 18.5 (b) 18.5 ≤ Log10(E0/eV) < 19.5

Figure 5.4: Data/MC comparison of ϕ (Azimuth). ϕ is in the North of East, pointing
back to the source direction that the EAS comes. The North of East is a counter-
clockwise azimuthal degree system with: East=0◦, North=90◦, West=180◦, South=270◦.
For example, 90◦ indicates the EAS is coming from the north direction and propagating
to the south direction.

(a) 17.5 ≤ Log10(E0/eV) < 18.5 (b) 18.5 ≤ Log10(E0/eV) < 19.5

Figure 5.5: Data/MC comparison of EAS core positions (West to East) shown in two
energy ranges.

discrepancy arising from the model-reality difference in the lateral development
of EAS [31]. The effect of this discrepancy is estimated in Section 5.7.5 and added
to the systematic uncertainties of this TA hybrid trigger analysis.

The EAS reconstruction resolutions of the TA hybrid trigger mode are pre-
sented using the MC simulations described in Section 4.4. Still, it is important
to estimate the resolutions of the EAS reconstruction independently from the
MC simulations. Such an estimation is possible using specific EAS events recon-
structed separately by both FD stations, called stereoscopic events. Since the
reconstruction procedure is performed independently by each FD station in such
stereoscopic events, the difference in the reconstructed observables of the same
EAS carries the information about the resolution of the EAS reconstruction in
the TA hybrid trigger mode. This difference σBRM+LR is the square root of the
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(a) 17.5 ≤ Log10(E0/eV) < 18.5 (b) 18.5 ≤ Log10(E0/eV) < 19.5

Figure 5.6: Data/MC comparison of EAS core positions (South to North) shown in
two energy ranges.

(a) 17.5 ≤ Log10(E0/eV) < 18.5 (b) 18.5 ≤ Log10(E0/eV) < 19.5

Figure 5.7: Data/MC comparison of Rp (impact parameter) shown in two energy
ranges.

quadratic sum of the resolutions for each station as written in Equation (5.1):

σBRM+LR =
√
σ2BRM + σ2LR. (5.1)

Based on the assumption that the resolutions of reconstruction for the BRM
station and the LR station are expected to be the same (σBRM = σLR) due
to the identical instruments, calibration principles, and analysis procedures, the
resolution of the reconstruction can be estimated as (σBRM+LR)/

√
2.

By comparing the pairs of reconstructed energy and Xmax of 32 stereoscopic
events observed over 8.5 years using the TA hybrid trigger mode, the resolution
of the reconstruction is found to be 9.8% for the primary energy and 21.4 g/cm2

for Xmax. However, it is important to note that this estimation method is based
on a subset of the data and does not cover the entire energy range of the analysis,
which spans from 1017.5 eV to 1019.5 eV.

It is seen that the higher the primary energy, the better the resolution. This

95



(a) 17.5 ≤ Log10(E0/eV) < 18.5 (b) 18.5 ≤ Log10(E0/eV) < 19.5

Figure 5.8: Data/MC comparison of angular speed shown in two energy ranges.

(a) 17.5 ≤ Log10(E0/eV) < 18.5 (b) 18.5 ≤ Log10(E0/eV) < 19.5

Figure 5.9: Data/MC comparison of ψ (SDP angle) shown in two energy ranges.

(a) 17.5 ≤ Log10(E0/eV) < 18.5 (b) 18.5 ≤ Log10(E0/eV) < 19.5

Figure 5.10: Data/MC comparison of Cherenkov radiation ratio shown in two energy
ranges.
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(a) 17.5 ≤ Log10(E0/eV) < 18.5 (b) 18.5 ≤ Log10(E0/eV) < 19.5

Figure 5.11: Data/MC comparison of the minimum viewing angle shown in two energy
ranges.

(a) 17.5 ≤ Log10(E0/eV) < 18.5 (b) 18.5 ≤ Log10(E0/eV) < 19.5

Figure 5.12: Data/MC comparison of the number of good PMTs shown in two energy
ranges.

tendency is confirmed in Figure 4.28 through Figure 4.30 on page 86 - 88. There-
fore, the resolution estimated by this method shows a similar result to the reso-
lution estimated by the MC simulation studies in the higher energy range shown
in Table 4.8 on page 82.

Besides the resolution of the EAS reconstruction, the difference in the recon-
structed observables of the same EAS between the BRM and LR stations also
indicates systematic uncertainties in this analysis. Figure 5.19 on page 100 shows
the distributions of difference in reconstructed primary energy and Xmax. The
systematic uncertainties caused by this difference are explained in Section 5.7.6.
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(a) 17.5 ≤ Log10(E0/eV) < 18.5 (b) 18.5 ≤ Log10(E0/eV) < 19.5

Figure 5.13: Data/MC comparison of the track length shown in two energy ranges.

(a) 17.5 ≤ Log10(E0/eV) < 18.5 (b) 18.5 ≤ Log10(E0/eV) < 19.5

Figure 5.14: Data/MC comparison of the time extent shown in two energy ranges.

(a) 17.5 ≤ Log10(E0/eV) < 18.5 (b) 18.5 ≤ Log10(E0/eV) < 19.5

Figure 5.15: Data/MC comparison of Xstart (Xlow) shown in two energy ranges.
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(a) 17.5 ≤ Log10(E0/eV) < 18.5 (b) 18.5 ≤ Log10(E0/eV) < 19.5

Figure 5.16: Data/MC comparison of Xend (Xhigh) shown in two energy ranges.

(a) 17.5 ≤ Log10(E0/eV) < 18.5 (b) 18.5 ≤ Log10(E0/eV) < 19.5

Figure 5.17: Data/MC comparison of Xmax shown in two energy ranges.

(a) 17.5 ≤ Log10(E0/eV) < 18.5 (b) 18.5 ≤ Log10(E0/eV) < 19.5

Figure 5.18: Data/MC comparison of reconstructed primary energy shown in two
energy ranges.
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(a) Energy (b) Xmax

Figure 5.19: Fractional differences in (a) primary energy and (b) Xmax measured in
the BRM and LR stations using 32 stereoscopic events. The upper-right box of each
panel shows the mean and RMS values.

5.3 Livetime and Exposure Estimation

The estimation of livetime, which represents the total operation time used for
the analysis in the TA hybrid trigger mode, involves several considerations. The
following steps are taken to calculate the livetime while scrutinizing each condi-
tion:

1. Weather cut

• The weather cut described in Section 5.1 is applied to select the periods
when the observations are made under desirable weather conditions.
If an operation period survives the weather cut based on the WEAT
code, the on-time of the TA hybrid trigger mode is calculated using
the equation: Livetime = (Total operation time - (Dead time

∪
Veto

time)). Dead time refers to the insensitive period of an FD station due
to the inherent structure of the FD Data AcQuisition (DAQ) electron-
ics, as introduced in Section 2.2.1. Veto time refers to the scheduled
shutdown of the TA hybrid trigger system, which was implemented to
avoid disturbing the stable operation of the SD sub-arrays. Details of
the veto time are provided in Section 3.2 and Figure 3.3 on page 53.

2. Exclusion of periods with technical problems

• Operation periods with technical problems in the TA hybrid trigger
system are carefully excluded from the livetime calculations. For ex-
ample, periods showing subsequent features are excluded: Timeout
exceptions described in Section 3.2; hybrid triggers of 0 Hz, indicating
system malfunction; unstable communication status with the corre-
sponding SD sub-array.

The cumulative livetime, representing the on-time for 8.5 years of observations
using the TA hybrid trigger mode, is calculated and plotted in Figure 5.20 on
page 101. This livetime information is applied to the MC simulations described
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Figure 5.20: Cumulative livetime of 8.5-year observations using the TA hybrid trigger
mode. The blue line indicates the cumulative livetime for the BRM station and the red
line is for the LR station. The date is in Modified Julian Day (MJD): 55,477 in MJD
indicates October 8th, 2010, in the Gregorian calendar and 58,664 is June 30th, 2019.

in Section 4.1 since the MC simulations require time-dependent calibration data
such as PMT gains, mirror reflectances, and atmospheric parameters.

As shown in Figure 5.20 on page 101, the on-time of the BRM station is
approximately 3,300 hours. For the LR station, it is approximately 2,900 hours.
The difference between the two stations is consistent with the FD observation
rule for the TA experiment. The LR station is supposed to terminate operation
about an hour earlier than the BRM station due to the safety issue, as the LR
station is facing the eastern sky where the sun rises.

Using the aperture of the TA hybrid trigger mode and the on-time of the TA
hybrid trigger mode for each FD station, the combined exposure for 8.5 years of
the TA hybrid trigger mode observation is estimated. Since the two FD stations
are used in this analysis, the combined exposure is described by the sum of three
types of exposure. The formulation of combined exposure ω(E) for each energy
bin E is presented in Equation (5.2):

ω(E) = AΩBRM(E)·tBRM-LR

+AΩLR(E)·tLR-BRM

+AΩBRM
∪

LR(E)·tBRM
∩

LR,

(5.2)

where AΩBRM means the aperture of the BRM station as a function of primary
energy. tBRM-LR means the on-time when the BRM station is on livetime while
the LR station is not. For example, when the LR station terminated observation
earlier than the BRM station, only the BRM station was in operation.

AΩLR means the aperture of the LR station as a function of primary energy.
tLR-BRM means the on-time when the LR station is on livetime while the BRM
station is not. For example, when the BRM station halted the TA hybrid trigger
system due to a Veto setting for the ELS operation or other occasions.

AΩBRM
∪

LR is the combined aperture of the BRM and LR stations, which
is the same value shown with the black square markers in Figure 4.21 on page
79. tBRM

∩
LR means the on-time when both the BRM and LR stations were on

livetime.
Note that the UHECR composition measurement by the HiRes experiment is

adopted in calculating the combined exposure ω(E). Refer to Section 4.3 for the
details of the UHECR composition measurement by the HiRes experiment. The

101



fraction of proton UHECR used in this calculation is shown in Figure 4.20 on
page 78. Then the combined exposure ω(E) calculated for each energy bin is fit
to a piecewise function:

log10ω(E) =

{
p1

(
1− exp

(
p2−log10E

p3

))
, if E ≤ Ebreak

p4, if E > Ebreak

}
(5.3)

where ω (m2·sr·s) is the combined exposure of the TA hybrid trigger mode. Ebreak

(eV) is the energy where the exposure becomes flat above that point. pn (n = 1, 2,
3, and 4) are the fit parameters. The lower energy part of the piecewise function
is the exponential function, which is also adopted by fitting the apertures of the
FD monocular observation mode [50]. The higher energy part of the piecewise
function is a constant function representing the flat aperture caused by the size
limit of the SD sub-arrays. The combined exposure for 8.5 years of observations
using the TA hybrid trigger and the piecewise function fitting is shown in Figure
5.21 on page 102.

Figure 5.21: Combined exposure of 8.5-year observations using the TA hybrid trigger
mode, which is calculated using Equation (5.2). The fitting result using the piecewise
function is also shown. The best fit parameters are: p1 = 15.884, p2 = 16.853, p3 =
0.377, p4 = 15.706, and Ebreak = 18.55.

The fitting function is well reproduced in the combined exposure of the TA
hybrid trigger mode as shown in Figure 5.21 on page 102. Therefore, this fitting
result is adopted to estimate the energy spectrum described in Section 5.4.

5.4 Energy Spectrum

The energy spectrum of cosmic rays is calculated from the number of observed
events, the combined exposure, and the size of a given energy bin as formulated
in the following equation:

J(E) =
N(E)

ω(E)×∆E
, (5.4)

where J(E) is the flux of cosmic rays at a given energy bin E, N(E) is the number
of observed events at the given energy bin E, and ω(E) is the combined exposure
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estimated in Section 5.3 using the piecewise function fit shown in Figure 5.21
on page 102. ∆E is the size of the given energy bin E. The cosmic-ray energy
spectrum in the energy range from 1017.5 eV to 1019.5 eV is calculated from 8.5
years of observations using the hybrid trigger mode. The result is shown in Figure
5.22 (a) on page 103, which shows a spectral index of approximately -3.1. To show
the fine structure of the energy spectrum more clearly, the flux of cosmic rays is
multiplied by E3. The result of the E3 multiplied flux E3J(E) is shown in Figure
5.22 (b) on page 103.

(a) Nominal (b) Multiplied by E3

Figure 5.22: (a) Energy spectrum of UHECR J(E) in the energy range from 1017.5 eV
to 1019.5 eV, measured over 8.5-year observations in the TA hybrid trigger mode. (b)
Flux J(E) multiplied by E3 to show the structure of the spectrum. Error bars represent
the statistical uncertainties in the flux, representing a 68.27% confidence interval. The
confidence intervals for energy bins with fewer than 20 events are estimated by the
Feldman-Cousins method [54]. The numbers of events above 1019.0 eV are indicated for
each energy bin.

5.5 Depth of Maximum Shower Development

As described in Section 1.3.3, the depth of maximum shower development (Xmax)
indicates the depth in the atmosphere at which the number of secondary parti-
cles of an EAS reaches the maximum (Nmax). This observable Xmax is highly
important because it contains information about the primary UHECR’s mass
composition. To elaborate, the mean Xmax of the proton EAS is approximately
100 g/cm2 deeper than that of the iron-nucleus EAS in the MC simulations in
the energy range from 1017 eV to 1020 eV, as shown in the upper part of Figure
4.6 on page 63.

This difference in mean Xmax mainly arises from the difference in the initial
energy carried by a single nucleon between a proton and an iron-nucleus UHECR.
The difference in the interaction cross sections between a proton and an iron-
nucleus UHECR with an atmospheric molecule also causes the difference in mean
Xmax as described in Section 1.2.4.

The distribution width of Xmax, σ(Xmax), is also different between proton and
iron-nucleus EAS. The proton EAS has a broader distribution of Xmax than the
iron-nucleus EAS, because larger fluctuations are expected in the first interaction
of proton UHECR in the atmosphere. This feature is shown in the lower part of
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Figure 4.6 on page 63.
The distribution of Xmax obtained from 8.5 years of observations using the

TA hybrid trigger mode is shown in Figure 5.23 on page 104. The observed Xmax

is shown to range from 400 g/cm2 to 1,200 g/cm2.

Figure 5.23: Distribution of Xmax obtained by 8.5-year observations using the TA
hybrid trigger mode. The solid line indicates the Xmax distribution observed at both FD
stations. The dashed and dotted lines indicate the Xmax distributions observed at the
BRM and LR stations, respectively.

Then the change of the mean Xmax in the energy range from 1017.5 eV to 1019.5

eV is estimated using MC simulations. Figure 5.24 on page 105 shows <Xmax>
for proton and iron-nucleus MC simulations and <Xmax> for the observed events.
The distributions of the Xmax width σ(Xmax) are also shown in the lower part of
the same figure.

To visualize the change in the distributions of Xmax as a function of primary
energy, the same data plotted in Figure 5.24 on page 105 is plotted again for each
0.1-decade energy bin, showing the Xmax distributions of all events in the proton
and iron-nucleus MC simulations and the observation data for the given energy
bin. The results are shown in Figure 5.25 - 5.27 on page 106 - 108. Note that the
distributions of the MC simulation events are normalized to the total number of
observed events.

From Figure 5.25 - 5.27 on page 106 - 108, it is confirmed that the distribu-
tions of observed Xmax are more compatible with the results of the proton MC
simulation than the results of the iron-nucleus MC simulation, especially in the
energy range of 18.1 ≤ Log10(E0/eV) < 19.0. The observed σ(Xmax) result is
also compatible with the σ(Xmax) of the proton MC simulations below 1019.0 eV.

Above 1019.0 eV, the observed <Xmax> and σ(Xmax) are becoming closer to
the iron-nucleus MC simulation result. However, it should be emphasized that
the distributions of Xmax do not follow a Gaussian distribution. Figure 5.27 on
page 108 shows a longer tail in the distributions of Xmax to the direction of higher
Xmax.
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Figure 5.24: The upper part shows the Xmax elongation rates of the proton and iron-
nucleus MC simulations and the observed data plotted in 0.1-decade energy bins, except
above 1019 eV. The red open circles, blue open circles, and black circles indicate the mean
Xmax of the proton and iron-nucleus MC simulations, and the observed data, respectively.
The scatter plot of gray points indicates individual observed Xmax values. The numbers
of events are indicated if an energy bin has fewer than 100 events. The lower part shows
the σ(Xmax) of the proton and iron-nucleus MC simulations and the observed data. The
markers represent the same as in the upper part.

As compared to a Gaussian distribution that has the identical mean and mode
(the most frequent value), a distribution of Xmax has the mode smaller than the
mean. Therefore, it should be noted that a smaller sample size, such as 21 events,
can lead to uncertain values that represent the distribution of Xmax. The effect
of a smaller sample size is examined further in Section 5.8.

As a next step to track the change in the mass composition of UHECR over
a broad energy range, the mean logarithmic mass is calculated for each energy
bin. The mean logarithmic mass of UHECR in the superposition model is derived
using <Xmax> of the observation data, the proton and iron-nucleus MC simula-
tions [160]. The following calculation is performed for each energy bin, which is
identical to Equation (1.1) introduced in Section 1.2.4:

< lnA >=
Xobs

max −Xproton
max

Xiron
max −Xproton

max

· lnAiron, (5.5)

where <lnA> is the mean logarithmic mass of UHECR, Xobs
max is <Xmax> of

the observed data, Xproton
max is <Xmax> of the proton MC simulations, Xiron

max is
<Xmax> of the iron-nucleus MC simulations, and ln(Airon) (Airon ≃ 56) is the
natural logarithm of the iron atomic mass, which is approximately 4.02. The
mean logarithmic mass of UHECR measured in the TA hybrid trigger analysis is
shown in Figure 5.28 on page 109.

The result of the broken line fit shown in Figure 5.28 on page 109 is summa-
rized as below:
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(a) 17.5 ≤ Log10(E0/eV) < 17.6 (b) 17.6 ≤ Log10(E0/eV) < 17.7

(c) 17.7 ≤ Log10(E0/eV) < 17.8 (d) 17.8 ≤ Log10(E0/eV) < 17.9

(e) 17.9 ≤ Log10(E0/eV) < 18.0 (f) 18.0 ≤ Log10(E0/eV) < 18.1

Figure 5.25: Xmax distributions of the proton and iron-nucleus MC simulations and
the observed data plotted for each 0.1-decade energy bin in the energy range of 17.5 ≤
Log10(E0/eV) < 18.1. The statistics boxes on the upper-right side indicate the mean
and standard deviation of each distribution. The black, red, and blue lines indicate the
observed data, the proton MC, and the iron-nucleus MC, respectively.
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(a) 18.1 ≤ Log10(E0/eV) < 18.2 (b) 18.2 ≤ Log10(E0/eV) < 18.3

(c) 18.3 ≤ Log10(E0/eV) < 18.4 (d) 18.4 ≤ Log10(E0/eV) < 18.5

(e) 18.5 ≤ Log10(E0/eV) < 18.6 (f) 18.6 ≤ Log10(E0/eV) < 18.7

Figure 5.26: Xmax distributions of the proton and iron-nucleus MC simulations and
the observed data plotted in the energy range of 18.1 ≤ Log10(E0/eV) < 18.7.
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(a) 18.7 ≤ Log10(E0/eV) < 18.8 (b) 18.8 ≤ Log10(E0/eV) < 18.9

(c) 18.9 ≤ Log10(E0/eV) < 19.0 (d) 19.0 ≤ Log10(E0/eV) < 19.2

(e) 19.2 ≤ Log10(E0/eV) < 19.5

Figure 5.27: Xmax distributions of the proton and iron-nucleus MC simulations and
the observed data plotted in the energy range of 18.7 ≤ Log10(E0/eV) < 19.5.
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Figure 5.28: Mean logarithmic mass <lnA> of UHECR measured in the TA hybrid
trigger analysis and a broken line fit. The broken line fit determined the break point at
1018.43±0.06 eV. The slopes below and above the break point are -2.0±0.25 d<lnA>

dLog10(E0/eV)

and +1.4±0.37 d<lnA>
dLog10(E0/eV) , respectively. Energy bins with fewer than 100 events are

indicated with the number of events.

d < lnA >

dLog10(E0/eV)
=

{
−2.0± 0.25, below 1018.43±0.06eV
+1.4± 0.37. above 1018.43±0.06eV

}
(5.6)

Below the energy point at 1018.43±0.06 eV, a negative change rate of mean
logarithmic mass is indicated. This result indicates that the mass composition of
UHECR becomes lighter above the energy point. In contrast, above the energy
point at 1018.43±0.06 eV, a positive change rate of mean logarithmic mass is indi-
cated, which means the mass composition of UHECR becomes heavier above the
energy point. The difference between these change rates is +3.4 d<lnA>

dLog10(E0/eV) .

Since there are only 61 observed events above 1019.0 eV in this analysis, as
shown in Figure 5.24 on page 105, the statistical significance of this result should
be examined by taking the event statistics into account.

The chance probability of the broken line fit exceeding the difference of the
two rates +3.4 d<lnA>

dLog10(E0/eV) in pure proton composition assumption is estimated
by using the QGSJET-II-04 proton MC simulation sets prepared in Section 4.1.

First, the reconstructed Xmax of the proton MC simulation for a single energy
bin is randomly sampled according to the same number of events observed in the
given energy bin. Then, the mean logarithmic mass <lnA> is calculated with
Equation (5.5) using the <Xproton

max > of the sampled set of Xproton
max . This procedure

is repeated 107 times to estimate the chance probability. The chance probability
is less than 1×10−7 for 107 trials, corresponding to greater than 5.1σ.

The local significances (σlocal) of the slope above E
TA
break (SH), the slope below

ETA
break (SL), and the change of the two slopes (∆S) are 3.8σ (1.4/0.37 = 3.8σ), 8σ

(|-2.0|)/0.25 = 8σ), and 7.6σ ((1.4+2.0)/
√

(0.252 + 0.372) = 3.4/0.447 = 7.6σ),
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respectively.
The chance probabilities of exceeding SH, SL, and ∆S are 9.3×10−3, <1×10−7,

and <1×10−7 for 107 trials, respectively, which are equivalent to one-sided global
significances (σglobal) of 2.4σ, >5.1σ, and >5.1σ.

As a next step, the reliability of this result was examined under different
conditions. First, the result is examined using a different quality cut described in
Section 4.2.4. In this examination, the same analysis procedure is performed to
measure the mean logarithmic mass <lnA> except that the fiducial volume cut
described in Table 4.6 on page 70 is not applied to both the MC and observed
events. The mean logarithmic mass of UHECR measured using this condition
(without the fiducial volume cut) is shown in Figure 5.29 on page 110.

Figure 5.29: Mean logarithmic mass <lnA> of UHECR measured in the TA hybrid
trigger analysis and a broken line fit without applying the fiducial volume cut. The break
point is at 1018.49±0.06 eV. The slopes below and above the break point are -1.9±0.21

d<lnA>
dLog10(E0/eV) and +1.8±0.42 d<lnA>

dLog10(E0/eV) , respectively.

Secondly, the result obtained using a different hadronic interaction model
is examined. Although there is no detector MC simulation generated using
the EPOS-LHC hadronic interaction model, as explained in Section 4.1, the
original (thrown) Xmax distributions of Cosmic Ray Simulations for KAscade
(CORSIKA)-generated EAS with the EPOS-LHC are available as shown in Fig-
ure 4.6 on page 63.

To examine the effect of using a different hadronic interaction model in such
a condition, the reconstructed QGSJET-II-04 MC events are extracted to match
the EPOS-LHC thrown Xmax distributions.

First, the weight of each CORSIKA-generated QGSJET-II-04 EAS is de-
termined to match the thrown Xmax distribution of EPOS-LHC CORSIKA-
generated EAS. Next, each reconstructed QGSJET-II-04 MC event is weighted
according to the weight of its original (thrown) CORSIKA-generated EAS deter-
mined in the previous stage. The weighted MC events estimated by this method
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are called EPOS-like MC events.
Using EPOS-like MC events, the same analysis procedure to measure <lnA>

is performed. However, these EPOS-like MC events do not cover the entire
energy range of the TA hybrid trigger analysis because the original (thrown)
CORSIKA-generated EAS for the EPOS-LHC hadronic interaction model were
not generated above 1019 eV. The mean logarithmic mass of UHECR measured
using this condition (using EPOS-like MC events) is shown in Figure 5.30 on
page 111.

Figure 5.30: Mean logarithmic mass <lnA> of UHECR measured in the TA hybrid
trigger analysis and a broken line fit using EPOS-like MC events. The broken line fit
determined the break point at 1018.21±0.06 eV. The slopes below and above the break
point are -2.8±0.32 d<lnA>

dLog10(E0/eV) and -0.1±0.42 d<lnA>
dLog10(E0/eV) , respectively.

It is confirmed that the transition of mass composition from the 2nd Knee to
the higher energy, |SL |>0, also exists in both results obtained with a different
quality cut and with a different hadronic interaction model. Although the SH>0
obtained with the EPOS-like MC events is not evident.

In summary, the estimation of the slopes in the mean logarithmic mass of
UHECR shown in Figure 5.28 on page 109 is examined to be reliable even after
the change of quality cut or a hadronic interaction model.

5.6 Efficiency of SD Self-trigger

In the TA experiment, the efficiency of the SD self-trigger is estimated by the
dedicated MC simulation studies. The trigger efficiencies of the TA SD self-
trigger obtained by the MC simulation study are shown in Figure 5.31 on page
112.

Notably, the TA hybrid trigger mode can estimate the efficiency of the TA
SD self-trigger using the observation dataset. By calculating (Number of SD self-
triggered events)/(Number of all events) for each energy bin of the TA hybrid
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Figure 5.31: SD self-trigger efficiencies obtained by the MC simulation studies at
three detector spacings for proton and iron-nucleus UHECR [49]. The triangle markers
represent the trigger efficiency of the TA SD array for a given energy.

trigger dataset, the SD self-trigger efficiency is experimentally measured for the
first time.

Figure 5.32 on page 112 shows the SD self-trigger efficiency estimated for each
FD station. Then the SD self-trigger efficiency is estimated for both the BRM
and LR stations and compared to the SD self-trigger efficiency estimated by the
MC simulation study. The result is shown in Figure 5.33 on page 113.

(a) BRM station (b) LR station

Figure 5.32: (a) TA SD self-trigger efficiency estimated from the data obtained by the
BRM station. (b) Same as in (a), but by the LR station. Vertical error bars indicate 95%
binomial confidence intervals estimated by the Clopper-Pearson method implemented in
CERN ROOT [55].

As shown in Figure 5.33 on page 113, it is confirmed that the SD self-trigger
has 100% efficiency above ∼1018.7 eV. Furthermore, it is also shown that the
SD self-trigger efficiency experimentally measured in the TA hybrid trigger mode
agrees with the SD self-trigger efficiency estimated by the MC simulation study.
However, this result does not estimate the effect of the quality cut.
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Figure 5.33: Experimentally measured efficiency of TA SD self-trigger estimated from
the data obtained at both FD stations. The TA SD self-trigger efficiency obtained by the
SD MC simulations is plotted together. The SD energy is calibrated using FD energy
[49]. The vertical error bars are the same as in Figure 5.32 on page 112.

5.7 Systematic Uncertainties

The results of primary energy and Xmax reconstruction in this analysis carry
systematic uncertainties from multiple independent and not-fully-independent
sources: the fluorescence yield model; the detector calibration; the geometry
of FD telescopes; the atmospheric condition; the reconstruction procedure; the
difference in the reconstruction results between two FD stations; the difference
in the reconstruction results between two analysis frameworks. Each source is
examined and explained in this section.

5.7.1 Fluorescence Yield

To measure air fluorescence from EAS, as described in Section 1.3.4, multiple
models of fluorescence yield have been developed. In this analysis, the differ-
ential spectrum measured in the FLuorescence in Air from SHowers (FLASH)
experiment and the total yield measured in the Kakimoto model are adopted
[56][61]. The comparison of multiple fluorescence yield models is shown in Figure
5.34 on page 114.

Around the height of 10 km, the model showing the most significant discrep-
ancy with the Kakimoto model is the Nagano model. The difference in total
photon yield between these two models is approximately 14%. This value is
adopted as the systematic uncertainty caused by the fluorescence yield model in
reconstructing the primary energy of EAS.

In this analysis, it is considered that the fluorescence yield model does not
affect the systematic uncertainty in reconstructing Xmax independently from the
energy scale. Therefore, the systematic uncertainty in Xmax arising from the
fluorescence yield model is a secondary effect of 14% of uncertainty in primary
energy.

Using the MC simulation sets prepared in Section 4.1, it is estimated that
14% of uncertainty in primary energy is translated into 5.6 g/cm2 of uncertainty
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Figure 5.34: Comparison of multiple fluorescence models. The total photon yields were
obtained using US standard atmosphere [31]. The plot includes the Kakimoto model
[56], Bunner model [57], Nagano model [58], Waldenmaier model [59], Measurement
of Air Cherenkov and Fluorescence Light Yield (MACFLY) model [60], FLASH model
[61], and AIR FLuorescence Yield (AIRFLY) model [62]. Kakimoto-Bunner in the plot
indicates the Bunner model scaled by the absolute yield of the Kakimoto model. Auger in
the plot indicates the AIRFLY model scaled by the absolute yield of the Nagano model.

in Xmax. This value is adopted as the systematic uncertainty caused by the
fluorescence yield model in reconstructing Xmax.

5.7.2 Detector Calibration

On detector calibration, the quadratic addition of the systematic uncertainties
of all sources yields 12.2% and 4.9 g/cm2 in reconstructing primary energy and
Xmax, respectively. The uncertainties from individual sources are described be-
low.

CRAYS and PMT Gain Drifting

The Calibration using RAYleigh Scattering (CRAYS), which is described in Sec-
tion 2.2.1, contributes a systematic uncertainty of 7.2% in reconstructing primary
energy due to the uncertainty in the energy probe and 3.7% from systematic gain
drifts caused by PMT transportation to the experiment site [38].

The aging of PMTs is tracked using a radioactive light source Yttrium Alu-
minum Perovskite (YAP). The uncertainty in reconstructing primary energy
caused by PMT aging is estimated to be 7.5% over the 8.5-year observations
[39].

Mirror and Optical filter

Uncertainties in reconstructing primary energy arise from measuring the FD mir-
ror reflectance (5%) and the optical filter transmittance (1%). An additional 1%
uncertainty is considered for the aging effect in the transmittance of the optical
filter [52].
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SD-FD Timing Difference

Synchronizing timing information between FD stations and SDs is crucial for
EAS reconstruction using the hybrid technique. While the clocks are expected
to be synchronized within the Global Positioning System (GPS) module’s preci-
sion (14 ns for M12+; Motorola) [161], there are inherent timing offsets due to
differences in each FD and SD DAQ electronics. In this analysis, uncertainties
arising from the SD-FD timing difference of ±50 ns are assumed. This difference
corresponds to 0.2% uncertainty in primary energy and 1 g/cm2 uncertainty in
Xmax reconstruction.

5.7.3 Telescope Geometry

Uncertainties in the FD telescope’s direction (0.01◦) and each PMT’s direction
(0.1◦) contribute to systematic uncertainties of 4% and 9 g/cm2 in reconstructing
primary energy and Xmax, respectively [31].

5.7.4 Atmosphere

The atmospheric parameters used in the analysis are based on the Global Data
Assimilation System (GDAS) data and a typical Vertical Aerosol Optical Depth
(VAOD) value of 0.034. A previous study comparing different atmospheric pa-
rameter sets reported uncertainties of 11.2% in energy reconstruction and 12.4
g/cm2 in Xmax reconstruction [162]. Since GDAS parameters are not significantly
different from the radiosonde measurements at Elko, these values are adopted as
systematic uncertainties from the atmosphere [163].

5.7.5 Reconstruction

There are sources of systematic uncertainties in the reconstruction procedure
itself. Each of them is examined below.

Missing Energy

The choice of the missing energy correction curve, estimated by the QGSJET-II-
04 proton MC simulations, introduces uncertainty related to the mass composi-
tion. This uncertainty can reach up to 7% at a primary energy of 1017.5 eV for
iron-nucleus primaries, corresponding to a 3 g/cm2 of uncertainty in reconstruct-
ing Xmax reconstruction.

Data/MC Difference

The data/MC comparison results shown in Section 5.2 indicate the discrepancy
in the distribution of the number of good PMTs between MC simulations and
observed data. As shown in Figure 5.12 (a) on page 97, the number of good
PMTs is larger in the MC simulations than in the observed data. This discrepancy
implies that the Nishimura-Kamata-Greisen (NKG) function used to simulate the
lateral distribution of EAS in this analysis results in a wider lateral distribution
than the observed EAS [31].

The uncertainty from the lateral distribution of the EAS is estimated by com-
paring the nominal reconstruction results and the reconstruction results without
considering the lateral extent of the EAS. It is found that this effect contributes
to 0.3% of systematic uncertainty in energy reconstruction and 1.4 g/cm2 of sys-
tematic uncertainty in Xmax reconstruction.
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5.7.6 Systematic Uncertainties Between Different Analyses in the TA
Experiment

Some sources of systematic uncertainties are not-fully-independent. For exam-
ple, the differences in the reconstruction results between the BRM and LR sta-
tions and the differences in the reconstruction results between the two analysis
frameworks developed independently in the TA collaboration are classified as
not-fully-independent.

For the difference between the two stations, the difference in primary energy
and Xmax are shown in Figure 5.19 on page 100. Here, the difference in recon-
struction results from 32 stereoscopic events is indicated. The difference in the
energy and Xmax reconstruction results are 6.1% and 1.2 g/cm2, respectively.

For the difference between the two analysis frameworks, it is estimated to be
5.4% in energy reconstruction and 5.1 g/cm2 in Xmax reconstruction.

A linear sum of these two sources is used as a conservative estimate instead
of a quadratic sum. The total uncertainties from not-fully-independent sources
are estimated to be 11.5% for primary energy and 6.3 g/cm2 for Xmax.

5.7.7 Total Systematic Uncertainties

Table 5.3 on page 116 lists all sources of systematic uncertainties described in
previous subsections. The total systematic uncertainties in reconstructing pri-
mary energy and Xmax are calculated from the square root of the quadratic sum
of all independent and non-fully-independent items, adopting the method used in
the conventional TA hybrid analysis [22]. The total systematic uncertainties of
primary energy and Xmax are estimated to be 25.8% and 18.5 g/cm2, respectively.

Table 5.3: Summary of independent and not-fully-independent sources of systematic
uncertainties in reconstructing primary energy and Xmax using the TA hybrid trigger
mode. The contributions of each source are estimated and the total systematic uncer-
tainties are calculated.

Items Energy Xmax

Independent sources

Fluorescence yield 14% 5.6 g/cm2

Detector 12.2% 5 g/cm2

FD geometry 4.0% 9 g/cm2

Atmosphere 11.2% 12.4 g/cm2

Reconstruction 7.0% 3.3 g/cm2

Quadratic sum 23.1% 17.4 g/cm2

Not-fully-independent sources

BRM-LR difference 6.1% 1.2 g/cm2

Framework difference 5.4% 5.1 g/cm2

Linear sum 11.5% 6.3 g/cm2

Total 25.8% 18.5 g/cm2

Since the systematic uncertainties in primary energy are estimated, the energy
spectrum of UHECR shown in Figure 5.22 (b) on page 103 is plotted to show the
corresponding systematic uncertainties. The systematic uncertainties in the flux
J are dominated by the uncertainty of the energy scale σE/E, which is propagated
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to the flux J by the following equation [49]:

σJ

J
= (|γ| − 1)

σE

E
, (5.7)

where the flux J is described as J ∝ Eγ . γ is the spectral index. This anal-
ysis adopts a spectral index of -3.1 to estimate the uncertainties in the energy
range from 1017.5 eV to 1019.5 eV. The energy spectrum E3J(E) of UHECR with
systematic uncertainties is plotted in Figure 5.35 on page 117.

(a) Nominal (b) Multiplied by E3

Figure 5.35: (a) Measured energy spectrum J(E). (b) E3J(E). The shaded areas indi-
cate the corresponding systematic errors. The numbers of events in energy bins above
1019.0 eV are indicated.

Next, the Xmax elongation rate shown in Figure 5.24 on page 105 is plotted
again with its corresponding systematic uncertainties. The result is shown in
Figure 5.36 on page 118.

Finally, the mean logarithmic mass (<lnA>) of UHECR shown in Figure 5.28
on page 109 is plotted to show the corresponding systematic uncertainties. The
result is shown in Figure 5.37 on page 118.
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Figure 5.36: Xmax elongation rate and σ(Xmax). The shaded areas indicate the corre-
sponding systematic errors. The systematic uncertainties in σ(Xmax) are taken from the
previous TA hybrid analysis [22].

Figure 5.37: Mean logarithmic mass <lnA> of UHECR measured in the TA hybrid
trigger analysis. The shaded areas indicate the corresponding systematic uncertainties.
In addition, the logarithmic masses of proton, helium, nitrogen, and iron are indicated.
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5.8 Xmax Bivariate Analysis

For further studies on the mass composition of UHECR using the <Xmax> and
σ(Xmax) measurements shown in Figure 5.36 on page 118, a bivariate analysis
is performed. The motivation of this analysis is that <Xmax> and σ(Xmax)
measurements show a disagreement especially for primary energies above 1019

eV.
In this energy region, the observed <Xmax> is more compatible with pro-

ton MC simulations within systematic uncertainties, but the observed σ(Xmax) is
more compatible with the iron-nucleus MC simulation within systematic uncer-
tainties. To perform an analysis that also considers the low statistics of events
in this energy range, the following bivariate analysis method from the previous
study is adopted [22].

First, the reconstructed Xmax of a single mass composition of the MC simula-
tion for an energy bin is randomly sampled according to the number of observed
events in the given energy bin. Then <Xmax> and σ(Xmax) of the sampled MC
events are calculated. This procedure is repeated 5,000 times to build a cloud of
5,000 data points in a <Xmax> vs. σ(Xmax) plot. Next, three confidence ellipses
are estimated using 5,000 data points representing 68%, 90%, and 95% confidence
intervals.

Finally, the above procedures are performed for all energy bins of the proton
and iron-nucleus MC simulations. The results of this analysis are plotted in
Figure 5.38 - 5.40 on page 120 - 122.

Figure 5.38 - 5.40 on page 120 - 122 reveal that the observed data fall inside
95% confidence ellipses of the proton MC simulation sets for almost all energy
bins with their corresponding systematic uncertainties. This includes the energy
range above 1019 eV, where the σ(Xmax) measurement showed the iron-like mass
composition in Figure 5.35 on page 117.

The statistical effect is shown by a larger area of the confidence ellipse as
the number of events in the energy bin decreases. It is indicated that the lower
event statistics lead to an overlap between the confidence intervals of σ(Xmax)
of the proton and iron-nucleus MC simulations. This result implies that the
measurement of σ(Xmax) loses the ability to distinguish proton UHECR from
iron-nucleus UHECR when an energy bin has smaller event statistics such as 21
events.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.38: Bivariate analysis in the energy range of 17.5 ≤ Log10(E0/eV) < 18.1.
The black crosses indicate the observed data with statistical errors. The shaded rectan-
gles indicate systematic uncertainties in the observation data. Each set of 5,000 points
indicated by a cloud of red dots is calculated from the proton MC, while a cloud of
blue dots is from the iron-nucleus MC. The 68%, 90%, and 95% confidence ellipses are
shown in yellow, green, and magenta, respectively. The numbers of observed events are
indicated.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.39: Bivariate analysis in the energy range of 18.1 ≤ Log10(E0/eV) < 18.7.
The legends are the same as in Figure 5.38.
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(a) (b)

(c) (d)

(e)

Figure 5.40: Bivariate analysis in the energy range of 18.7 ≤ Log10(E0/eV) < 19.5.
The legends are the same as in Figure 5.38.
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5.9 Comparison with Other Measurements

5.9.1 Energy Spectrum

First, the energy spectrum of UHECR measured in the TA hybrid trigger analy-
sis (this analysis) is compared to the result of the conventional BRM/LR hybrid
mode of the TA experiment [63]. Since the two results are obtained by the same
BRM and LR stations, using the identical atmospheric condition and fluorescence
yield model, the two results are expected to be consistent within statistical un-
certainties. The comparisons of energy spectra and event statistics are shown in
Figure 5.41 on page 123.

(a) E3 multiplied spectrum (b) Energy distribution

Figure 5.41: (a) Comparison of energy spectra between the TA hybrid trigger analysis
and the conventional TA BRM/LR hybrid analysis. Since the TA hybrid trigger analysis
adopted the energy range cut, the upper limit of the energy spectrum is 1019.5 eV. (b)
Comparison of primary energy distributions between the TA hybrid trigger analysis and
the TA BRM/LR conventional hybrid analysis [63].

Figure 5.41 (a) on page 123 shows that the energy spectra of UHECR mea-
sured in the TA hybrid trigger analysis (black markers) and the conventional TA
hybrid analysis (red markers) are consistent in the overlapping energy region. It
also shows that the TA hybrid trigger analysis extended the energy spectrum
measured in the hybrid technique from 1018.2 eV to 1017.5 eV. Figure 5.41 (b)
shows that the TA hybrid trigger analysis presents more event statistics at ener-
gies lower than 1019 eV.

Secondly, the energy spectrum of UHECR measured in the TA hybrid trigger
analysis is compared to energy spectra measured in the other observation modes
of the TA experiment: the TALE monocular mode (red) [90], the TALE hybrid
mode (magenta) [21], the TA BRM/LR FD monocular mode (blue) [50], the TA
conventional BRM/LR hybrid mode (ocher) [63], and the TA SD mode (green)
[164]. The results are shown in Figure 5.42 (a) on page 124.

Lastly, the energy spectrum of UHECR measured in the TA hybrid trigger
mode is compared to energy spectra measured in the other experiments: the Ice-
Top [10] (blue), the Yakutsk experiment (red) [8], the Tunka experiment (brown)
[5], the KASCADE-Grande (green) [4], and the Pierre Auger Observatory (PAO)
(gray) [165]. The result is shown in Figure 5.42 (b) on page 124.

Figure 5.42 (a) shows that the energy spectrum of UHECR measured in the
TA hybrid trigger analysis is consistent with the results obtained by the other
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(a) Comparison with the TA results (b) Comparison with the other experiments

Figure 5.42: (a) Comparison of energy spectra between this analysis and the other
five observation modes in the TA experiment. The black circles represent the results of
this analysis. (b) Comparison of energy spectra between this analysis and the other five
experiments. The shaded areas indicate the systematic uncertainties of this analysis.

observation modes of the TA experiment. Figure 5.42 (b) shows that the energy
spectrum reported by the PAO is the only result that covers the entire energy
range of the TA hybrid trigger analysis. While all results are within systematic
uncertainties of the TA hybrid trigger analysis, the flux reported by the PAO
is lower than that of the energy spectrum measured in the TA hybrid trigger
analysis. The discrepancy could be explained by the difference in energy scales
(9%) of two experiments described in Section 1.2.4.

5.9.2 Mass Composition

First, the Xmax elongation rate measured in the TA hybrid trigger analysis is
compared to the Xmax elongation rates measured in the other TA observation
modes: the TALE monocular mode (red) [145], the TALE hybrid mode (magenta)
[21] and the conventional TA hybrid mode (green) [22]. The result is shown in
Figure 5.43 (a) on page 125.

Secondly, the Xmax elongation rate measured in the TA hybrid trigger analysis
is compared to the Xmax elongation rates measured in the other experiments as
well: the Yakutsk experiment (red) [7], the Tunka experiment (magenta) [6],
the HiRes/MIA experiment (green) [166], and the PAO (blue) [14]. The result
is shown in Figure 5.43 (b) on page 125. Note that the Xmax elongation rates
(both thrown and reconstructed) of MC simulation sets for the TA hybrid trigger
analysis are also plotted to show biases in the reconstruction of Xmax.

Before interpreting the result shown in Figure 5.43 on page 125, it must be
understood that the Xmax elongation rates reported by various experiments and
the other TA observation modes cannot be compared with each other and with the
Xmax elongation rates measured in the TA hybrid trigger analysis. This property
arises from the innately different amount of biases in reconstructing Xmax caused
by different MC simulations, instruments, and analysis methods.

Although the results shown here cannot be compared easily, Figure 5.43 (a) on
page 125 shows that the TA hybrid trigger analysis (black markers) statistically
improved the result reported by the TALE observation modes (red and magenta
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(a) Comparison with the TA results (b) Comparison with the other experiments

Figure 5.43: (a) Comparison of Xmax elongation rates between the TA hybrid trigger
analysis and the other three observation modes of the TA experiment. The black circles
represent the results of this analysis. (b) Comparison of Xmax elongation rates between
this analysis and the other four experiments. The shaded areas indicate the systematic
uncertainties of this analysis.

markers) in the energy range from 1017.6 eV to 1018.2 eV.
Another point to discuss is that the PAO reported a change of the Xmax

elongation rate (change of the slope of Xmax as a function of energy) at 1018.32±0.03

eV. This feature indicates that the mass composition of UHECR becomes the
lightest at this energy. Therefore, such a feature can be interpreted that the
transition from the heavy composition to the light composition ends at this energy
point (1018.32±0.03 eV) as the energy increases from the 2nd Knee. Nevertheless,
the Xmax elongation rate alone is not enough to estimate the mass composition
of UHECR using the TA hybrid trigger analysis since the bias in reconstructing
Xmax is not corrected in the TA hybrid trigger analysis.

To compare the mass composition of UHECR further with experiments other
than the TA experiment, which utilize different instruments and analysis meth-
ods, the mean logarithmic mass <lnA> is adopted. The mean logarithmic mass
measured in the TA hybrid trigger mode is compared to the mean logarithmic
mass measured in the other TA observation modes: the TALE hybrid mode
(blue) [21] and the conventional TA hybrid mode (red) [22]. The result is shown
in Figure 5.44 (a) on page 126.

Then the mean logarithmic mass measured in the TA hybrid trigger analysis
is compared to the mean logarithmic mass reported by the other experiments: the
IceTop (dark red) [10], the Tunka experiment (brown) [6], the Yakutsk experiment
(red) [7], and the PAO (blue) [14]. The result is shown in Figure 5.44 (b) on page
126.

As shown in Figure 5.44 (b) on page 126, the mean logarithmic mass measured
in the TA hybrid trigger mode (black markers) is consistent with the results of
other experiments within systematic uncertainties, except the IceTop result (dark
red). The result from the IceTop shows heavier composition between nitrogen
and iron at lower energies. This difference might be caused by the muon puzzle
described in Section 1.2.4 since the IceTop measures the muon multiplicity of
EAS to estimate the mass composition of UHECR, unlike the other experiments
that adopted the analysis of Xmax.
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(a) Comparison with the TA results (b) Comparison with the other experiments

Figure 5.44: (a) Comparison of mean logarithmic mass (<lnA>) between this analysis
and the other two observation modes in the TA experiment. The black circles represent
the results of this analysis. (b) Comparison of <lnA> between this analysis and the
other four experiments. The shaded areas indicate the systematic uncertainties of this
analysis.

Another point to discuss in Figure 5.44 (b) on page 126 is that the <lnA>
results from the TA hybrid trigger analysis (black), the PAO (blue), and the
Yakutsk experiment (red) show a similar change in the UHECR mass composi-
tion. The mass composition of UHECR measured in the PAO and the Yakutsk
experiment becomes lighter as energy increases from the 2nd Knee to the energy
range from 1018.3 eV to 1018.6 eV. For the TA hybrid trigger analysis, the break
energy is determined to be 1018.43±0.06 eV, where the transition of mass compo-
sition is completed. This result is comparable to 1018.32±0.03 eV determined by
the PAO and ∼1018.55 eV in the result of the Yakutsk experiment. However, the
Yakutsk experiment did not determine the break point with the corresponding
error.

On the other hand, as shown in Figure 5.44 (a) on page 126, such a trend
(break feature) seems to exist from the two former results. However, it should
be noted that the energy range from 1018.3 eV to 1018.6 eV is at the transition
between the two conventional observation modes (up to 1018.4 eV for the TALE
hybrid analysis and down to 1018.2 eV for the conventional TA hybrid analysis).
Since the TA hybrid trigger analysis covers the energy range from 1017.5 eV to
1019.5 eV, the energy range of 1018.3−18.6 eV is investigated.

As the summary of the studies of the slopes and break in <lnA> as a function
of primary energy, it is shown that the TALE hybrid and conventional TA hybrid
analyses did not measure the break energy since they cover the energies below
and above ∼1018.2 eV, respectively. Furthermore, the <lnA> results from the
IceTop and the Tunka experiment also did not report the break energy since they
cover the energies below 1018 eV.

The results from the TA hybrid trigger analysis and the Yakutsk experiment,
which are obtained by the Northern Hemisphere observatories, are consistent
within statistical uncertainties. In contrast, the <lnA> values below 1018.0 eV
from the PAO are smaller (indicating lighter mass composition) than those from
the TA hybrid trigger analysis and the Yakutsk experiment.

Still, the results obtained by the TA, PAO, and Yakutsk experiment are con-
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sistent considering the systematic uncertainties of the TA hybrid trigger analy-
sis. The Yakutsk experiment did not show the systematical uncertainties of their
<lnA> result [7].

Figure 5.44 (a) on page 126 shows the discrepancy between the former result
of <lnA> from the conventional TA hybrid analysis and the result from the TA
hybrid trigger analysis. The difference between the two observation modes is
examined to understand this discrepancy.

1. The difference in the EAS reconstruction principle

By adopting a previously developed hybrid technique to reconstruct EAS
with only one SD information [52], the geometric reconstruction procedure
of the TA hybrid trigger analysis minimizes the χ2 of PMT signal timings
assisted by one anchor SD. On the other hand, the conventional TA hybrid
analysis adopts a different hybrid technique to reconstruct EAS [22].

Nevertheless, the conventional TA hybrid analysis has the common sys-
tematic uncertainties in reconstructing Xmax with the TA hybrid trigger
analysis since the two analyses are based on the FD data obtained by the
same BRM and LR stations.

On the other hand, it is estimated that ±14.1 g/cm2 of systematic uncer-
tainties in Xmax between the TA hybrid trigger analysis and the conven-
tional TA hybrid analysis exists [22]. Figure 5.45 on page 128 shows the
comparison of <lnA> measured in the TA hybrid trigger and the conven-
tional TA hybrid analyses. It is shown that the difference in <lnA> between
the two results can be understood considering the total uncertainty, which
is the linear sum of statistical and systematical uncertainties.

2. The difference in event statistics

Another difference between the two analyses is the dataset. As mentioned in
Section 3.1, the TA hybrid trigger analysis (this analysis) uses only observa-
tion data acquired by the BRM station and its corresponding SD sub-array
and the LR station and its corresponding SD sub-array. This fundamental
principle of the TA hybrid trigger mode excludes the data obtained by the
SK sub-array since the TA hybrid trigger system installed at the BRM and
LR stations does not trigger the SK sub-array as described in Chapter 3.

Therefore, the TA hybrid trigger analysis does not include the EAS events
that fell on the SK sub-array. In contrast, the SD data of the EAS events
that fell on any sub-array are used in the conventional TA hybrid analysis.
This property implies that the aperture of the TA hybrid trigger analysis
is smaller than that of the conventional TA hybrid analysis at higher ener-
gies. The difference in apertures is the main reason for the different event
statistics.

In conclusion, the TA hybrid trigger analysis firstly confirmed the energy
point 1018.43±0.06 for the TA experiment. This energy point is where the transi-
tion of UHECR mass composition from heavier to lighter above the 2nd Knee is
completed. This feature is examined with the different quality cut conditions and
the hadronic interaction model. The chance probabilities and significances of this
result are estimated as well. It is confirmed that the result obtained by the TA
hybrid trigger analysis is consistent with the results of the TALE hybrid mode
of the TA experiment and the Yakutsk experiment. The TA hybrid trigger anal-
ysis result can also be understood within the existing systematic uncertainties
between the TA hybrid trigger and the conventional TA hybrid analyses.
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Figure 5.45: Comparison of <lnA> between the TA hybrid trigger and conventional
TA hybrid analyses. The blue shaded areas indicate ±14.1 g/cm2 of systematic uncer-
tainties between the two observation modes. The light blue shaded areas indicate total
uncertainty as the linear sum of the statistical and systematical uncertainties.
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Chapter 6

Author’s Contributions to the Telescope

Array Hybrid Trigger Analysis

The author’s contributions to the analysis of the Telescope Array (TA) hybrid
trigger observation mode in this thesis are summarized as follows:

1. Examination of the analyzable period for the 8.5-year observations using
the TA hybrid trigger mode:

The author carefully examined the on-time of the TA hybrid trigger mode
by considering various factors such as the weather cut, dead time of a
Fluorescence Detector (FD) station, Veto time of the TA hybrid trigger
system, running state of the TA hybrid trigger system, and communication
status between the FD station and its corresponding Surface Detector (SD)
sub-array. This step was crucial in determining the periods suitable for
analysis and estimating the on-time, which is also used for generating the
detector Monte Carlo (MC) simulations.

2. Generation of detector MC simulations and an observation dataset:

The author generated a set of detector MC simulations using a library of
Cosmic Ray Simulations for KAscade (CORSIKA) Extensive Air Shower
(EAS) simulations and a set of Geant4 (GEometry ANd Tracking) detector
models, which are prepared by collaborative efforts. The author also esti-
mated the missing energy of CORSIKA-generated EAS using the QGSJET-
II-04 hadronic interaction model. Additionally, the author prepared the ob-
servation dataset for the 8.5-year observations using the TA hybrid trigger
mode based on the estimated on-time.

3. Determination of the reconstruction conditions:

The author examined and determined the reconstruction conditions before
applying the hybrid technique to analyze the TA hybrid trigger mode. This
examination included evaluating the SD pre-reconstruction conditions to
select SDs with EAS signals and reject background SDs. The author also
determined the conditions for the quality cut in the TA hybrid trigger mode,
including establishing the condition based on fiducial volume.

4. Data analysis:

The author wrote programming codes to plot all data presented in the
thesis, as well as the programming codes to analyze the results obtained
by utilizing the common analysis framework of the TA experiment. These
codes facilitated the analysis of the TA hybrid trigger data and the gener-
ation of relevant plots and figures.
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Overall, the author’s contributions encompassed the careful examination of
analyzable periods, generation of MC simulations and observation dataset, deter-
mination of reconstruction conditions, and data analysis using customized pro-
gramming codes.
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Chapter 7

Conclusions

Cosmic rays were discovered more than a century ago and have been studied ever
since. However, the origins of the highest energy cosmic rays remain a mystery.
To clarify the unknown properties of Ultra-High-Energy Cosmic Rays (UHECR),
the Telescope Array (TA) experiment in Utah, United States of America, started
operation in 2008 as the largest UHECR observatory in the Northern Hemisphere.
In addition, the Pierre Auger Observatory (PAO), the largest UHECR observa-
tory in the world, has been operating in the Southern Hemisphere. Since the
two observatories mainly cover different parts of the sky, it is essential for both
observatories to confirm the physics results independently.

The three Fluorescence Detector (FD) stations and 507 Surface Detectors
(SDs) allow the TA experiment to track physical signals from Extensive Air
Showers (EAS) initiated by incident UHECR with two independent methods:
fluorescence detection and surface detection. Since the FD monocular analysis
only utilizes the information on Photomultiplier tube (PMT) timings obtained by
an FD station to reconstruct EAS geometrically, the resolutions in reconstructing
primary energy and Xmax are relatively low. However, if the information on the
lateral particle density and arrival time of EAS acquired by the surface detectors is
provided to the FDmonocular observation mode, the resolutions in reconstructing
primary energy and Xmax are improved.

Meanwhile, the difference in apertures of the FD monocular observation and
SD observation modes results in approximately an order of magnitude difference
in analyzable energy ranges between them (>1017.2 eV for the FD monocular
mode and >1018.2 eV for the SD mode). For this reason, the conventional hybrid
analyses of the TA experiment, which adopted a hybrid technique utilizing data
obtained by the FD and SD separately, only analyzed UHECR energies above
1018.2 eV.

To lower the energy threshold of the conventional hybrid analysis of the TA
experiment, a hybrid trigger system was developed. The TA hybrid trigger system
implemented in the Black Rock Mesa (BRM) and Long Ridge (LR) stations has
been running since October 2010. The TA hybrid trigger system is an external
trigger system for the TA SD array. Whenever an FD station detects an EAS-
like signal, the FD station triggers the corresponding SD sub-array to acquire the
data of EAS as well. This system lowers the energy threshold of hybrid analysis
to 1017.5 eV for the TA experiment.

Monte Carlo (MC) simulation studies dedicated to the TA hybrid trigger
observation mode showed that the resolutions in reconstructing primary energy
and Xmax are 13% and 31 g/cm2 in the energy range of 17.5 ≤ Log10(E0/eV)
< 18.5, respectively, and 8.3% and 28 g/cm2 in the energy range of 18.5 ≤
Log10(E0/eV) < 19.5, respectively. This result is a significant improvement from
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the typical resolutions of the FD monocular reconstruction, which are 17% for
primary energy and 72 g/cm2 for Xmax.

The energy spectrum of UHECR and the depths of maximum shower develop-
ment (Xmax) of UHECR-induced EAS were measured in this analysis using data
from 8.5 years of operations at the BRM and LR stations from October 2010 to
June 2019 using the hybrid trigger observation mode of the TA experiment.

The energy spectrum of UHECR measured in the TA hybrid trigger analysis
is consistent with previous results reported by other observation modes of the TA
experiment. The lower limit of the energy spectrum measured in the conventional
TA hybrid analysis was extended from 1018.2 eV to 1017.5 eV in the TA hybrid
trigger analysis with higher event statistics below 1019.0 eV.

Similar to the other observation modes of the TA experiment, the result ob-
tained by the TA hybrid trigger analysis shows higher fluxes than the result ob-
tained by the PAO. This difference can be explained by the difference in energy
scales (9%) reported by the joint working group of two collaborations.

On the mass composition of UHECR using Xmax measurements, the PAO
reported a change of the Xmax elongation rate (the slope of Xmax as a function
of energy) at 1018.32±0.03 eV, indicating that the mass composition of UHECR is
the lightest at this energy point. It can be interpreted that the transition from
heavy composition to light composition ends at this energy point (1018.32±0.03

eV) as energy increases above the 2nd Knee.
Due to various amounts of bias in the reconstruction of Xmax in different

experiments, the Xmax elongation rates reported by various experiments cannot
be compared simply with the Xmax elongation rate measured in this analysis.
For example, the PAO reported Xmax elongation rates without biases, as the
biases are negligible in the analysis by the PAO. Whereas the Xmax elongation
rates reported by the TA experiment, as well as the TA hybrid trigger analysis,
include biases.

The mean logarithmic mass <lnA>, which is derived from Xmax values ob-
tained by both the MC simulations and observed data, is analyzed to estimate
the mass composition. The mean logarithmic mass of UHECR measured in the
TA hybrid trigger analysis confirmed the result reported by the PAO for the first
time in the TA experiment. The broken line fit to the observed <lnA> values
determined the break energy at 1018.43±0.06 eV, which is compatible with the
result reported by the PAO.

The slopes of change in mass composition for QGSJET-II-04 proton MC sim-
ulations measured in the TA hybrid trigger analysis are -2.0±0.25 d<lnA>

dLog10(E0/eV)

(for E0 ≤ 1018.43±0.06 eV) and +1.4±0.37 d<lnA>
dLog10(E0/eV) (for E0 > 1018.43±0.06 eV).

The local significance (σlocal) of the change of the two slopes (∆S = 3.4) is 7.6σ.
The chance probabilities of exceeding ∆S is <1×10−7 for 107 trials, which is
equivalent to a one-sided global significance (σglobal) of >5.1σ.

The efficiency of the SD self-trigger of the TA experiment, which so far had
been estimated solely from MC simulations, is measured for the first time from
the experimental data of the TA hybrid trigger analysis (this analysis). The
SD self-trigger efficiency measured in the TA hybrid trigger analysis is roughly
consistent with that estimated by SD MC simulations, although the efficiency can
depend on quality cuts. The SD self-trigger is confirmed to have an efficiency of
∼100% above 1018.7 eV.
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Appendix A

Data/MC Comparison by FD Station

This appendix shows each FD station’s data/MC comparison results. Figures A.1
- A.16 show the comparison of proton MC simulations, iron-nucleus MC simula-
tions, and observed data. The left and right panels show the results obtained by
the BRM and LR stations, respectively. The upper and lower panels show results
in the energy ranges of 17.5 ≤ Log10(E0/eV) < 18.5 and 18.5 ≤ Log10(E0/eV)
< 19.5, respectively. Table A.1 below shows the list of observables and page
numbers to find each plot.

Table A.1: The list of observables that are compared in this appendix and the page
numbers of the plots.

Observable Page

θ Zenith 134
ϕ Azimuth 135
EAS core position (West to East) 136
EAS core position (South to North) 137
Rp 138
Angular velocity 139
ψ (SDP angle) 140
Cherenkov fraction 141
Minimum viewing angle 142
Number of good PMTs 143
Track length 144
Time extent 145
Xstart 146
Xend 147
Xmax 148
Energy 149
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(a) BRM 17.5 ≤ Log10(E0/eV) < 18.5 (b) LR 17.5 ≤ Log10(E0/eV) < 18.5

(c) BRM 18.5 ≤ Log10(E0/eV) < 19.5 (d) LR 18.5 ≤ Log10(E0/eV) < 19.5

Figure A.1: Data/MC comparison of θ (Zenith). The left column shows the BRM
station and the right column shows the LR station. The upper row shows the energy
range of 17.5 ≤ Log10(E0/eV) < 18.5, and the lower row shows the energy range of 18.5
≤ Log10(E0/eV) < 19.5.
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(a) BRM 17.5 ≤ Log10(E0/eV) < 18.5 (b) LR 17.5 ≤ Log10(E0/eV) < 18.5

(c) BRM 18.5 ≤ Log10(E0/eV) < 19.5 (d) LR 18.5 ≤ Log10(E0/eV) < 19.5

Figure A.2: Data/MC comparison of ϕ (Azimuth).
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(a) BRM 17.5 ≤ Log10(E0/eV) < 18.5 (b) LR 17.5 ≤ Log10(E0/eV) < 18.5

(c) BRM 18.5 ≤ Log10(E0/eV) < 19.5 (d) LR 18.5 ≤ Log10(E0/eV) < 19.5

Figure A.3: Data/MC comparison of EAS core positions (West to East).
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(a) BRM 17.5 ≤ Log10(E0/eV) < 18.5 (b) LR 17.5 ≤ Log10(E0/eV) < 18.5

(c) BRM 18.5 ≤ Log10(E0/eV) < 19.5 (d) LR 18.5 ≤ Log10(E0/eV) < 19.5

Figure A.4: Data/MC comparison of EAS core positions (South to North).
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(a) BRM 17.5 ≤ Log10(E0/eV) < 18.5 (b) LR 17.5 ≤ Log10(E0/eV) < 18.5

(c) BRM 18.5 ≤ Log10(E0/eV) < 19.5 (d) LR 18.5 ≤ Log10(E0/eV) < 19.5

Figure A.5: Data/MC comparison of Rp (impact parameter).
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(a) BRM 17.5 ≤ Log10(E0/eV) < 18.5 (b) LR 17.5 ≤ Log10(E0/eV) < 18.5

(c) BRM 18.5 ≤ Log10(E0/eV) < 19.5 (d) LR 18.5 ≤ Log10(E0/eV) < 19.5

Figure A.6: Data/MC comparison of angular velocity.
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(a) BRM 17.5 ≤ Log10(E0/eV) < 18.5 (b) LR 17.5 ≤ Log10(E0/eV) < 18.5

(c) BRM 18.5 ≤ Log10(E0/eV) < 19.5 (d) LR 18.5 ≤ Log10(E0/eV) < 19.5

Figure A.7: Data/MC comparison of ψ (SDP angle).
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(a) BRM 17.5 ≤ Log10(E0/eV) < 18.5 (b) LR 17.5 ≤ Log10(E0/eV) < 18.5

(c) BRM 18.5 ≤ Log10(E0/eV) < 19.5 (d) LR 18.5 ≤ Log10(E0/eV) < 19.5

Figure A.8: Data/MC comparison of the ratio of Cherenkov radiation.
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(a) BRM 17.5 ≤ Log10(E0/eV) < 18.5 (b) LR 17.5 ≤ Log10(E0/eV) < 18.5

(c) BRM 18.5 ≤ Log10(E0/eV) < 19.5 (d) LR 18.5 ≤ Log10(E0/eV) < 19.5

Figure A.9: Data/MC comparison of minimum viewing angle.
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(a) BRM 17.5 ≤ Log10(E0/eV) < 18.5 (b) LR 17.5 ≤ Log10(E0/eV) < 18.5

(c) BRM 18.5 ≤ Log10(E0/eV) < 19.5 (d) LR 18.5 ≤ Log10(E0/eV) < 19.5

Figure A.10: Data/MC comparison of the number of good PMTs.
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(a) BRM 17.5 ≤ Log10(E0/eV) < 18.5 (b) LR 17.5 ≤ Log10(E0/eV) < 18.5

(c) BRM 18.5 ≤ Log10(E0/eV) < 19.5 (d) LR 18.5 ≤ Log10(E0/eV) < 19.5

Figure A.11: Data/MC comparison of track length.
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(a) BRM 17.5 ≤ Log10(E0/eV) < 18.5 (b) LR 17.5 ≤ Log10(E0/eV) < 18.5

(c) BRM 18.5 ≤ Log10(E0/eV) < 19.5 (d) LR 18.5 ≤ Log10(E0/eV) < 19.5

Figure A.12: Data/MC comparison of time extent.
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(a) BRM 17.5 ≤ Log10(E0/eV) < 18.5 (b) LR 17.5 ≤ Log10(E0/eV) < 18.5

(c) BRM 18.5 ≤ Log10(E0/eV) < 19.5 (d) LR 18.5 ≤ Log10(E0/eV) < 19.5

Figure A.13: Data/MC comparison of Xstart (Xlow).
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(a) BRM 17.5 ≤ Log10(E0/eV) < 18.5 (b) LR 17.5 ≤ Log10(E0/eV) < 18.5

(c) BRM 18.5 ≤ Log10(E0/eV) < 19.5 (d) LR 18.5 ≤ Log10(E0/eV) < 19.5

Figure A.14: Data/MC comparison of Xend (Xhigh).
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(a) BRM 17.5 ≤ Log10(E0/eV) < 18.5 (b) LR 17.5 ≤ Log10(E0/eV) < 18.5

(c) BRM 18.5 ≤ Log10(E0/eV) < 19.5 (d) LR 18.5 ≤ Log10(E0/eV) < 19.5

Figure A.15: Data/MC comparison of Xmax.
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(a) BRM 17.5 ≤ Log10(E0/eV) < 18.5 (b) LR 17.5 ≤ Log10(E0/eV) < 18.5

(c) BRM 18.5 ≤ Log10(E0/eV) < 19.5 (d) LR 18.5 ≤ Log10(E0/eV) < 19.5

Figure A.16: Data/MC comparison of reconstructed energy.
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